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Artificial intelligence in higher education. A protocol paper for a systematic literature 
review	
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Higher education continues to be confronted with significant learning 
and teaching challenges. Still reeling from the effects of the pandemic, 
the sector has grappled for the past year with the advent and impact of 
generative artificial intelligence (AI). Since the introduction of ChatGPT by 
OpenAI in November 2022, a growing number of studies have discussed 
AI models and their impacts and influence on higher education. However, 
the novelty of what we aim to do in a future paper, outlined in the current 
one, lies in the systematicity of our approach. There is yet to be a study in 
which a systematic search strategy is developed to critically review extant 
research longitudinally across all available generative AI chatbot models 
within higher education. This protocol paper identifies a prospective 
systematic approach to reviewing the emergent literature. In addition, 
this protocol paper documents the structural approach to facilitate a 
systematic literature review. We seek to offer a systematic approach to 
create an open-access resource to support future learning and teaching 
scholars to gain timely access to pre-examined literature on different 
forms of generative AI and their impact on higher education. This 
protocol paper, as such, offers an approach that can be used to initiate 
closer scrutiny of the metadata of articles published on AI models in 
higher education since its initiation in November 2022. We also suggest 
that the protocol presented in this paper be considered a relevant and 
rigorous approach for conducting systematic literature reviews in other 
domains. 
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Introduction 

ChatGPT-3.5 became publicly available in November 2022 
(Haleem et al., 2022). This iteration became known for its 
quick and comprehensive responses to queries in various 
domains. However, upon further review, it turned out that 
these responses, despite their refined articulations and 
structured presentations, were, in many parts, inaccurate 
and unsubstantiated (Kleesiek et al., 2023; Sallam, 2023). 
Subsequently, there have been accelerated developments, 
discourses and predictions offered about generative AI 
chatbots from various scholars and organisations within the 
teaching and learning spaces. The rise of ChatGPT and other 
competing generative AI models is expected to transform 
teaching and learning journeys in academia (Rudolph et 
al., 2023a, 2023b). AI chatbots have evolved from being 
topics in intellectual discussions to challenging realities 
confronting every higher education stakeholder, including 
universities, institutional policymakers, lecturers, curriculum 
and assessment developers, and students. 

The rapid and transformational effect the COVID-19 
pandemic had on higher education learning and teaching 
left scholars expected to innovate and respond to the 
emergent challenges of continuity of learning. Journals 
with an average CiteScore of 7.3 saw hundreds of article 
retractions for poor-quality research rushed to print (Taros 
et al., 2023). The challenges are still being uncovered today 
(e.g., Glushenkova & Zagato, 2023). While the human cost of 
artificial intelligence is likely lower than that of the COVID-19 
pandemic, there is a need for clear and quality approaches 
to consider the rapid and transformative effects of AI, 
particularly generative AI, on higher education learning and 
teaching. 

This protocol paper documents the method for creating a 
systematic literature review to facilitate an analysis of studies 
on generative AI and higher education. The main inspiration 
for this effort is to provide an open-access resource to 
support and facilitate academics and stakeholders in higher 
education to gain timely access to the research literature 
on generative AI and higher education. Using a rigorous 
approach, this protocol paper proposes a systematic 
approach to craft out and analyse the metadata of articles 
published on specific types of generative AI and higher 
education one year after their release to consider the 
impact it has on shaping the future of higher education. 
By providing an open-access database, we aim to facilitate 
future research in AI chatbots and their global impact on the 
higher education space. 

The introduction of ChatGPT-3.5 in late 2022 instigated an 
array of research studies in relation to ChatGPT, generative 
AI and higher education being published in various higher 
education learning and teaching journals and databases 
(e.g., Adarkwah et al., 2023; Chaka, 2023; Crawford et al., 
2023; Eager & Brunton, 2023; Firat, 2023; Gamage et al., 
2023; Hassoulas et al., 2023; Ifelebuegu, 2023; Ifelebuegu et 
al., 2023; Kelly et al., 2023; Khademi, 2023; Limna et al., 2023; 
Mills et al., 2023; Mohammadkarimi, 2023; O’Dea & O’Dea, 
2023; Perkins, 2023; Popenici, 2023; Popenici et al., 2023; 
Rasul et al., 2023; Rudolph et al., 2023a, 2023b; Calonge et 
al., 2023; Sullivan et al., 2023; Xames & Shefa, 2023). These 

publications, while numerous, only paint a partial picture of 
an area of rapidly growing knowledge.

Given the exponential growth of publications, it is valuable to 
take stock of the findings in these papers and their respective 
quality. More importantly, this will enable the synthesis of 
the findings to understand the functions and implications 
of AI applications (Rudolph et al., 2023b). Specifically, it 
will allow us to determine the opportunities and threats to 
learning and teaching in higher education. Rasul et al. (2023) 
highlighted that ChatGPT and other generative AI chatbots 
can potentially enhance and augment learning outcomes 
and experiences in higher education. However, there is a 
need to investigate its potential benefits and challenges to 
ensure its ethical, effective, and responsible use. With the 
increase of publications doing this, it becomes critical to 
not only synthesise the information through comprehensive 
literature reviews but to also conduct meta-analyses to 
understand the implications of this increase in academic 
literature in different contexts. The novelty of what we aim 
to do in a future paper, as outlined by our recommended 
approach, lies in the systematicity of our approach.

Since the introduction of ChatGPT-3.5 by OpenAI in 
November 2022, a growing number of studies have 
discussed AI models and their impacts and influence on 
higher education. Although there is an excellent paper by 
Tlili et al. (2023) on transparent AI literature reviews, there 
is yet to be a study in which a systematic search strategy is 
developed to review extant research longitudinally across 
all available generative AI chatbot models within higher 
education. Moreover, current publications on AI applications 
in relation to higher education still tend to be in their infancy. 
Efforts to establish coherence among these publications are 
rather disjointed and, more often than not, conducted at 
a granular level. The dearth of systematic and macro-level 
research inspired our research team (based in Australia 
and Singapore) to create a rigorous research protocol to 
examine research on AI applications and higher education. 
A rigorous systematic review is sound when designed 
and administered effectively and aligned to core research 
thematic dimensions within a structured methodology 
(Crawford & Cifuentes-Faura, 2022). Toward this end, we 
crafted the following research objective:

To design a rigorous research protocol to curate 
and conduct a systematic literature review on the 
first year of published literature on AI applications 
(e.g., Bard, Bing Chat, ChatGPT, and Ernie) to support 
policymakers, educators, and researchers in higher 
education.

This protocol paper, as such, offers an approach that can be 
used to initiate closer scrutiny of the metadata and findings 
of articles published on AI applications in the higher 
education space, such as ChatGPT. Moreover, we suggest 
that the protocol presented in this paper be considered a 
relevant and rigorous approach for conducting systematic 
literature reviews in other domains as well. 
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Method

Systematic reviews aim to collate and synthesise the extant 
state of knowledge on a particular area of research via a 
systematic, structured analysis of aggregated findings from 
research outputs based on prespecified criteria (Higgins et al., 
2011; Motyka, 2018). Research metrics are useful instruments 
to assess the quality and impact of research outputs (Moed 
& Halevi, 2015). However, it is important to note that each 
metric only measures a particular aspect and has limitations 
(Nestor et al., 2020). Therefore, it is critical not to consider 
any particular metric in isolation but instead to consider a 
series of metric measurements to evaluate the quality of the 
database or journal. Consequently, the databases chosen 
for this systematic review were selected based on known 
metrics such as Journal Impact Factor, h-index, g-index, 
Eigenfactor score, and Altmetrics (alternative metrics).

Search strategy

This protocol paper suggests a systematic approach 
for article selection guided by PRISMA – the Preferred 
Reporting Items for Systematic Reviews and Meta-analyses 
(Moher et al., 2009; Page et al., 2021). Specifically, it outlines 
the reporting recommendations for systematic reviews 
suggested in the PRISMA 2020 guidelines to reflect recent 
developments and protocol suggestions in systematic 
review methodologies (Page et al., 2021). This approach to 
a systematic review is commonly used in educational and 
sustainability research and has been previously described 
by Butler-Henderson et al. (2020a, 2021a) and explored by 
Bearman et al. (2012). Following PRISMA search guidelines, 
the proposed systematic review will conduct a database 
search of all published journal articles (including those 
published online first) and preprints that relate to the 
topic of generative AI and teaching and learning in higher 
education. Special consideration will be paid to preprint 
articles for quality and those articles that are yet to undergo 
peer review. All research outputs published between 30 
November 2022 and 31 December 2023 in the following 
sources will be considered: (1) Academic Search Ultimate, 
IEEE Xplore, Informit Online, Ovid, Proquest, ScienceDirect, 
Scopus, and Web of Science; (2) Google Scholar (the first ten 
pages for each search string will be reviewed). A snowball 
reference analysis will also be conducted based on the 
articles extracted first. 

A comprehensive and rigorous search strategy requires 
clearly aligning the search phrases (search terms, keywords 
and Boolean Operators) to the thematic dimensions relevant 
to the study’s research objectives. Within the context of 
this study, Boolean Operators and key search terms were 
generated based on definitions and thematic dimensions 
derived from the preliminary literature search, which are 
congruent to the study’s focus on generative AI in higher 
education. The search strings suggested to be searched in 
the title, abstract, or keywords in the proposed protocol 
include the following: For each search, the first core strings 
(higher education, artificial intelligence, and the focal 
artificial intelligence) will be paired with one of the other 
strings to complete five strings. Where possible, we relied 
on existing reviews that included one of these framed, 

noting some required adaption to this context. For example, 
Spelt et al. (2009) use interdisciplinary in all searches (e.g., 
interdisciplinary curriculum), and this review splits concepts 
to refer to them separately. For the focal AI, it could include 
reviews on diverse generative AI chatbots (e.g., ChatGPT, 
GPT-4, Bard, Bing Chat, Claude, or Ernie) and generative 
non-chatbot AI (e.g. DALL-E, GitHub Copilot, GPT-4 plugins, 
Midjourney, Runway, or Synthesia).

Eligibility criteria, selection procedure, and quality 
assessment

In the search, only English-language academic journals 
and pre-prints are planned to be included, with a time-
based limit of 12 months following release. Given ChatGPT 
was released towards the end of 2022, the first planned 
review will include papers up until 31 December 2023. The 
eligibility criteria for inclusion are as follows: articles related 
to teaching, curriculum, education, and students, including 
assessments, teaching practice, and course design in higher 
education, and relate to the specific artificial intelligence tool 
of reference. Excluded articles included those concerning 
university administrative processes unrelated to teaching 
and learning. In the instance where articles were about 
students but not related to teaching or learning, they were 
also excluded. For example, if the article discusses an issue 
that does not include any connection to higher education, 
that study will be excluded. 

A double screening procedure will be adopted in the planned 
systematic review during the verification process across 
initial title and abstract screening and full-text screening 
to determine the final selection of sources of evidence 
for analysis. An appropriate reliability check (e.g., Cohen’s 
Kappa) will be conducted with at least fair agreement 
between all pairs required prior to progression. The quality 
of the evidence gathered in the planned systematic review 
will be evaluated using the Cochrane Collaboration’s tool for 
risk of bias assessment (Higgins et al., 2011; Page et al., 2021; 
Zeng et al., 2020) to minimise bias. The flow of information 
through this systematic review and aggregated findings 
based on the prespecified criteria will be subsequently 
reported through a PRISMA Statement (Figure 1). The quality 
assessment tool and PRISMA Checklist to appraise the study 
validity are discussed in the next section.  

Table 1: Concepts, search strings and reviews guiding frames.
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Figure 1: Proposed PRISMA statement.

Study validity assessment

We will use the PRISMA (Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses) checklist and 
critical appraisal tools suited to the methods of the included 
studies to appraise and critically assess the validity of 
studies. The PRISMA checklist is a document that guides 
reporting systematic reviews and meta-analyses clearly and 
transparently. It ensures that the systematic review is written 
comprehensively and transparently so that readers can 
assess the quality and validity of the evaluation (PRISMA, 
2020).

Critical Appraisal Tool  

A critical appraisal tool assesses the dependability, 
significance, and practical relevance of evidence (Centre for 
Evidence-Based Medicine, 2023). In cases where any of these 
inquiries yields a negative response, it may be judicious to 
abstain from further engagement with the material (see 
Crowe & Sheppard, 2011; Zeng et al., 2015). An appropriate 
critical appraisal tool (or suite) will be selected and used for 
manuscripts included in the review based on the methods of 
included manuscripts.

Data coding and extraction strategy

Our data coding and extraction strategy includes the 
production of a detailed spreadsheet that will be available 
as an open-access database for scholarly reuse (similar to 
Butler-Henderson et al., 2021a). In constructing the database, 
we will incorporate certain theoretical assumptions detailed 
in Table 1. These are shared to present our reflexivity as 
researchers and to help others understand the adaptability 

of the data for their respective contexts. Although many 
data elements are clear and can be readily used in future 
research (like DOI, journal metadata, and country of origin), 
others, like the quality assessment score, study type, and 
participant type, necessitate further explanation.

The discipline and sub-discipline categories require some 
elaboration. The discipline category is grouped in four 
ways: health science, humanities and social science, STEM 
(science, technology, engineering and mathematics), and 
‘others’. In addition, we categorise the subdisciplines in the 
same way the researchers did -- for example, ‘chemistry’ or 
‘journalism’ (see Butler-Henderson et al., 2020a).

The type of study is defined as theoretical, quantitative, 
qualitative, or mixed methods. Should the method remain 
unclear, the field will be blank. For participants, possible 
categories are academic, professional or management, 
undergraduate student, postgraduate student, and doctoral 
student, mixed staff (including two or more categories of 
staff), mixed students (including two or more categories 
of students), and mixed staff and students (for samples 
comprising both students and staff) (see Butler-Henderson 
et al., 2020a).
Table 2: Description of data elements.
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To test the repeatability of our process, the description of 
the above data elements will be executed with different 
researchers. The outcomes from each repetition will be 
recorded and compared for consistency using the metrics 
described in Table 1. In instances of missing or unclear 
data, authors will be contacted via email. They will be given 
a window of 14 calendar days to provide the necessary 
clarifications. Once received, the clarified data will be 
cross-referenced with the original submission to ensure 
consistency. 

To ensure intercoder reliability, all coders will undergo 
standardised training using Table 1 as a shared coding 
manual. Their outputs will be periodically cross-checked 
against one another to assess consistency. Reliability will be 
statistically measured using Cohen’s Kappa, with a threshold 
set at 0.80 (Warrens, 2015). Should reliability metrics fall 
below this, coders will undergo refresher training sessions, 
and the problematic data will be recoded.

Data synthesis and presentation

The process of writing a narrative synthesis can be 
particularly challenging, especially if the review includes a 
large number of different types of studies. Approaches like 
Braun and Clarke’s (2006) thematic analysis can be helpful in 
developing initial themes for presentation. Complexities can 
also arise from examining a variety of complex interventions 
and outcomes. However, it is important to note that 
adopting a systematic approach to synthesis is key to 
making sense of the results in these different studies. The 
research question that underpins the review will determine 
the type of approach chosen to synthesise and present the 
findings of the review.  The process of synthesising the data 
must also be rigorous and transparent, completely aligned 
with the methods specified in the protocol. These methods 
should be justified and followed systematically.   

A narrative synthesis can be a useful first step in analysing and 
organising the data extracted from the review systematically 
and presenting the data in a coherent structure that can 
inform readers (Popay et al., 2006). Synthesising the results 

of different studies in a review in a narrative form is not 
simply describing or summarising the main features of each 
study, although doing this can be a useful start when writing 
systematic literature reviews. It would be practical, for 
example, to describe and comment on the methodological 
quality of each study that may provide significant insights 
for readers to become acquainted with the data presented 
in them. 

One way to approach a narrative synthesis is by combining 
and evaluating data from several different studies. This step 
is taken to draw insights and conclusions about outcomes, 
effects, limitations of the studies and the applicability of 
findings in these studies. A narrative synthesis includes an 
examination of the similarities and differences between the 
findings of different studies, as well as an exploration of 
patterns in the data presented in these studies.  For example, 
the similarities and differences in study design, populations, 
interventions or other aspects of the study can be examined 
and presented. This could include examining related factors 
and associations between research study designs and the 
findings. Some examples of synthesising the findings from 
different studies could be comparing the different research 
designs (e.g., RCT or mixed-methods approach) or with 
possible explanations to account for the pattern of results. 
Another way of organising narrative synthesis could also 
be to look at the different interventions or implementation 
strategies in the studies. This might involve examining 
associations between their research purpose, the manner 
in which the findings will be applied, and any other factors 
influencing the design and conduct of the research study. 
Studies with incomplete or missing information or an 
ambiguous description of the data will not be included in 
this synthesis. In addition, quantitative information in the 
form of tables, graphs, and figures will be summarised and 
presented in table form in the narrative synthesis to compare 
the different findings of the literature examined.

The next steps

This protocol has designed and outlined a rigorous 
systematic review method to ensure the maximal utility of 
the information and metadata in the databases mentioned 
in this paper. This includes an approach that can be applied 
to conduct an extensive search across the literature, 
databases, and online sources to ensure coverage of 
publications for the curation of a database. This approach 
resource will be critical in supporting researchers, educators 
in higher education, curriculum designers, assessors and 
policymakers in learning and teaching and providing them 
with a guide to navigate the AI space. We aim to update 
this approach longitudinally, with additional time periods 
to refine and revise coding rules and include other relevant 
databases over the coming years to make this resource 
robust and relevant. This will provide us with an impetus to 
mitigate and manage the impacts of AI and other EdTech 
technologies. It will facilitate the shift for the global higher 
education community towards new insights in learning and 
teaching as we navigate an evolving realm challenged and 
transformed by AI applications.
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