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Reviewing the performance of AI detection tools in differentiating between AI-generated and 
human-written texts: A literature and integrative hybrid review
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The purpose of this study was to review 17 articles published between 
January 2023 and November 2023 that dealt with the performance 
of AI detectors in differentiating between AI-generated and human-
written texts. Employing a slightly modified version of the Preferred 
Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) 
protocol and an aggregated set of quality evaluation criteria adapted 
from A MeaSurement Tool to Assess systematic Reviews (AMSTAR) 
tool, the study was conducted from 1 October 2023 to 30 November 
2023 and guided by six research questions. The study conducted its 
searches on eleven online databases, two Internet search engines, and 
one academic social networking site. The geolocation and authorship of 
the 17 reviewed articles were spread across twelve countries in both the 
Global North and the Global South. ChatGPT (in its two versions, GPT-
3.5 and GPT-4) was the sole AI text generator used or was one of the AI 
text generators in instances where more than one AI text generator had 
been used. Crossplag was the top-performing AI detection tool, followed 
by Copyleaks. Duplichecker and Writer were the worst-performing AI 
detection tools in instances in which they had been used. One of the 
major aspects flagged by the main findings of the 17 reviewed articles is 
the inconsistency of the detection efficacy of all the tested AI detectors 
and all the tested anti-plagiarism detection tools. Both sets of detection 
tools were found to lack detection reliability. As a result, this study 
recommends utilising both contemporary AI detectors and traditional 
anti-plagiarism detection tools, together with human reviewers/raters, in 
an ongoing search for differentiating between AI-generated and human-
written texts.
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Introduction 

Since the launch of ChatGPT on 30 November 2022, much 
research, both academic and non-academic papers, and 
numerous preprints have been published on the multiple 
uses for which generative artificial intelligence (AI) chatbots 
or AI-powered large language models (LLMs) can be put 
to educational settings. These types of chatbots are also 
known as AI text generators. The multifarious affordances 
of these AI text generators are now well documented. Some 
of these affordances include educational content generation 
(Ifelebuegu et al., 2023; Kasneci et al., 2023; Perkins et al., 
2023; cf. Chaka, 2023a; Rudolph et al., 2023), enhancing online 
assessments and supporting collaborative assessments 
(Gamage et al., 2023; Ifelebuegu, 2023a; Kasneci et al., 2023), 
language learning and personalised learning (Chaka, 2023a, 
2023b; Hew et al., 2023; Ifelebuegu et al., 2023; Jeon & Lee, 
2023), student learning (Abbas et al., 2023; Hew et al., 2023; 
Sullivan et al., 2023); essay writing (Chaka, 2023a; Yeadon 
et al., 2023); student/teaching assistants (Jeon & Lee, 2023; 
Kasneci et al., 2023; Kuhail et al., 2023; Nah et al., 2023); and 
conducting and publishing research (Kooli, 2023; van Dis et 
al., 2023). Equally, the various challenges and risks AI chatbots 
pose in academia have now been profusely documented as 
well. Among these are academic dishonesty and plagiarism 
(Chaka, 2023a, 2023c; Cotton et al., 2023; Ifelebuegu, 2023; 
Ifelebuegu et al., 2023; Kasneci et al., 2023; Kleebayoon & 
Wiwanitkit, 2023; Kooli, 2023; Perkins et al., 2023; Rudolph 
et al., 2023; Sullivan et al., 2023) and bias and unfairness 
(Dwivedi et al., 2023; Kasneci et al., 2023; Nah et al., 2023; 
Ray, 2023). To this effect, some review studies have been 
conducted on the use of the new AI chatbots in education in 
general (see Baidoo-Anu & Ansah, 2023; Dergaa et al., 2023; 
Ifelebuegu et al., 2023; Perera & Lankathilaka, 2023; Pinzolits, 
2023; Sullivan et al., 2023; Thurzo et al., 2023; Yang et al., 
2023). For example, Baidoo-Anu and Ansah’s (2023) study 
investigated, among other things, the potential benefits of 
ChatGPT in education as reported in peer-reviewed journal 
articles and/or in preprints published between November 
2022 and March 2023. In addition, Dergaa et al.’s (2023) 
study explored the possible benefits and threats of ChatGPT 
and other natural language processing technologies in 
academic writing and research publications as reported in 
peer-reviewed journal articles indexed in Scopus’s quartile 
1.

Importantly, instances of AI tools that can detect AI-generated 
content and that can distinguish this type of content from 
the one written by humans have been investigated by a 
number of scholars. Scholars who have done so include, 
among others, Abani et al. (2023), Alexander et al. (2023), 
Anil et al. (2023), Chaka (2023c), Elkhatat et al. (2023), Gao 
et al. (2023), Perkins et al. (2023), and Uzun (2023). These 
scholars have done so in varying degrees and by focusing 
on different types of AI detection tools. The detection tools 
explored include single detection tools (Habibzadeh, 2023; 
Perkins et al., 2023; Subramaniam, 2023); two detection 
tools (Bisi et al., 2023; Desaire et al., 2023; Ibrahim, 2023); 
three detection tools (Cingillioglu, 2023; Elali & Rachid, 
2023; Gao et al., 2023; Homolak, 2023; Ladha et al., 2023; 
Wee & Reimer, 2023); four detection tools (Abani et al., 
2023; Alexander et al., 2023; Anil et al., 2023); and multiple 
detection tools (Chaka, 2023c; Odri & Yoon, 2023; Santra 

& Majhi, 2023; Walters, 2023). But more scholarly papers 
published in this area are preprints, which, at the moment, 
tend to outnumber journal articles and book chapters. 
However, unlike the picture painted above, there are, if any, 
few review studies that have been published in this area (cf. 
Baidoo-Anu & Ansah, 2023; Dergaa et al., 2023; Ifelebuegu 
et al., 2023; Perera & Lankathilaka, 2023; Pinzolits, 2023; 
Sullivan et al., 2023; Thurzo et al., 2023; Yang et al., 2023). 
Rather, the bulk of scholarly papers published in this area 
are, again, preprints (see Aremu, 2023; Maddugo, 2023; 
Weber-Wulff et al., 2023) and, to some extent, conference 
proceedings (see Sarzaeim et al., 2023; Singh, 2023).

At the time of writing this paper, there was no published 
peer-reviewed review journal article on AI detection tools 
differentiating between AI-generated and human-written 
texts. Such review publications are essential for the purpose 
of framing a related work section to highlight and interrogate 
issues pertaining to specific AI detection tools that relevant 
review studies have explored. So, in the absence of such 
studies, the present paper will not have a related work 
section. This paper consists of the following sections: the 
purpose of the study, article characteristics and research 
questions, methods (search strategy, eligibility criteria 
and selection of peer-reviewed journal articles, quality 
evaluation, coding, and inter-rater reliability, data extraction 
and analysis), findings and discussion, and conclusion. All 
of these sections together constitute a review protocol (see 
Xiao & Watson, 2019).

Purpose of the study, article characteristics, and 
research questions

AIn light of the points highlighted above, the purpose of this 
study was to review 17 articles published between January 
2023 and November 2023 that focused on the performance 
of AI detection tools in differentiating between AI-generated 
and human-written texts. The focus of the study was on 
AI detection tools employed in the higher education (HE) 
sector during this period. This purpose was informed by the 
fact that the study wanted to establish which AI detection 
tools in the reviewed studies are reported to perform better 
in differentiating between AI-generated and human-written 
texts. Establishing which AI detection tools perform better 
and knowing whether their detection accuracy is reliable 
are some of the key factors confronting the HE sector since 
the release of ChatGPT and the proliferation of AI-powered 
chatbots that followed after its launch. The purpose of the 
study also had to do with the overall desire to contribute to 
review studies in this area of AI detection tools.

There were twelve article characteristics investigated in each 
review article. These were as illustrated in Table 1. To this 
end, the study had the following research questions (RQs):

RQ 1: What types of articles have the current 
review study identified, and what discipline do 
they belong to?

RQ 2: What is the purpose of each article?

•

•
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RQ 3: What are the AI-generated and human-
written texts tested?

RQ 4: What is the number and what are the names 
of the AI detection tools used, and what are the 
best- and worst-performing AI detection tools 
reported?

RQ 5: What are the detection accuracy rate and 
the detection accuracy reliability reported?

RQ 6: What are the main findings and the key 
conclusions of the 17 reviewed articles?

•

•

•

•

Method

There are different typologies of review studies. For instance, 
Grant and Booth (2009) identify fourteen different types 
of review studies, of which rapid reviews, scoping reviews, 
literature reviews, systematic reviews, meta-analyses, and 
integrative synthesis reviews are but a few examples (cf. 
Xiao & Watson’s 2019 sixteen types of review studies). These 
review types differ mainly in terms of their foci, aims, search 
strategies, appraisals, analyses, and syntheses (Grant & 
Booth, 2009). Due to space constraints, I will briefly describe 
a literature review and a synthesis review as they constitute 
the current study. The present study is a review that 
comprises literature and synthesis review components. In its 
literature review component, the study focused on currently 
published peer-reviewed journal articles on AI detection 
tools differentiating between AI-generated and human-
written texts in more than one field of study. Its searches 
were comprehensive but constrained by a given timeline, 
and its quality assessment was proscribed by the scarcity of 
published peer-reviewed journal articles on its focus area. 

Additionally, the study employed a thematic analysis and 
a narrative synthesis. In its integrative synthesis outlook, 
the study integrated and compared peer-reviewed journal 
articles currently published in its focus area and selected all 
the relevant articles that were retrievable from the online 
search platforms on which it conducted its search strategies. 
Similarly, its analysis and synthesis were thematic and 
narrative, respectively. Importantly, the aim of an integrative 
synthesis is to broaden how a given phenomenon is 
understood (see Grant & Booth, 2009; cf. Chaka, 2022, 
2023d; Snyder, 2019; Xiao & Watson, 2019). When two 
different types of reviews have been fused, as is the case in 
this study, such a product is referred to as a hybrid review 
(see Xiao & Watson, 2019; also see Bacon, 2017). This type of 
hybrid review entails summarising and synthesising findings 
from reviewed studies (Bacon, 2017; Grant & Booth, 2009; 
Snyder, 2019). 

Even though this study is a hybrid review study as specified 
above, for transparency purposes, it followed a slightly 
modified version of the Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA) protocol 
in its review process, as spelt out below. Four key features 
of the PRISMA reporting protocol are comprehensiveness, 
systematicity, transparency, and rigour in the review process 
(e.g., literature searches, screening and identifying eligible 
articles (publications), data extraction and analysis, and 

summarising and synthesising findings) (see Chaka, 2022, 
2023d; Ismail et al., 2023; Stracke et al., 2023; Yang et al., 
2023).

Search strategy

A literature search for potential peer-reviewed journal 
articles was carried out from 1 October 2023 to 30 November 
2023. The search was conducted on Internet search engines, 
online databases, and one academic social networking site. 
These online search platforms were as follows: two Internet 
search engines (Google search and Microsoft Bing search), 
eleven online databases (Google Scholar, Semantic Scholar, 
Taylor & Francis Online, Wiley Online Library, ScienceDirect, 
Scopus, SpringerLink, IEEE Xplore Digital Library, ERIC, JSTOR, 
and BASE), and ResearchGate. Altogether, these constituted 
fourteen online platforms (see Figure 1; cf. Chaka, 2022, 
2023d; Ismail et al., 2023; Stracke et al., 2023). All of these 
online platforms were easily accessible, while the others, 
such as EBSCO and Web of Science, had paywalls.

Figure 1: PRISMA flowchart for screening articles.

Search strings included keywords, phrases, and short clauses 
related to the focus area of the study: AI detection tools 
used in differentiating between AI-generated and human-
written texts. Even though the application context of these 
AI detection tools was higher education, the search strings 
were left open-ended in order to source wide-ranging AI 



118Journal of Applied Learning & Teaching Vol.7 No.1 (2024)

detection tools. This was after the researcher had realised 
the scarcity of peer-reviewed journal articles focusing on 
this area at the time of conducting the present study. The 
search strings consisted of Boolean operators (AND or 
OR) (see Chaka, 2023d) and truncation symbols such as *, 
\\, or -, depending on the search platform. Moreover, the 
permutations of these search strings were used iteratively. 
Below are examples of the search strings that were employed:

Published papers on AI-generated content 
detection tools in 2023 (Google, Bing, Google 
Scholar, and ResearchGate)

Tools for detecting artificial intelligence-generated 
content (Taylor & Francis Online, Wiley Online 
Library, ScienceDirect, Scopus, and SpringerLink)

Detecting AND AI texts OR human texts – 2023 
(Google, Bing, Google Scholar, and ResearchGate)

Differentiating between AI\-generated and 
human\-written text using AI detection tools 
(Semantic Scholar)

Tools to detect \\\-written and human\\\-written 
text (Semantic Scholar)

Differentiating between AI\-generated and 
human\-written text using AI detection tools 
(Wiley Online Library)

Best AI tools to detect AI plagiarism; Plagia* 
detec*; Detect* artificial intellig* gener* cont*; 
Detect* artificial intellig* gener* text; Detect* tools 
artificial intellig* gener* text; Best artificial intellig* 
tools for detect* artificial intellig* gener* text; 
Artificial intellig* tools for detect* artificial intellig* 
gener* text; Artificial intellig* detect* tools (IEEE 
Xplore Digital Library).

•

•

•

•

•

•

•

Eligibility criteria and selection of peer-reviewed journal 
articles

The eligibility criteria used to judge the suitability and 
relevance of the peer-reviewed journal articles for this study 
were based on the classical inclusion/exclusion format (see 
Chaka, 2022, 2023d; Ismail et al., 2023; Stracke et al., 2023). 
For example, the time-period inclusion criterion was peer-
reviewed journal articles published between January 2023 
and November 2023 (see Table 1). Eligible journal articles 
were determined through a search and screening process 
that was conducted on the fourteen aforementioned online 
search platforms during the specified coverage time frame. 
During this process, 7,515 articles were returned by the 
fourteen online search platforms (see Figure 1). Of these 
articles, 5,800 were duplicates and were removed while 
1,450 did not meet the designated coverage time frame and 
were, also, accordingly, eliminated. The remaining articles (n 
= 265) were screened by reviewing their titles and abstracts. 
After this screening process, 200 articles were excluded as 
they did not focus on AI detection tools. A full-text review 
of the remaining 65 articles was conducted, after which 41 

articles were eliminated due to their lack of focus on AI and 
human texts. Of the remaining 23 articles, 7 articles were 
excluded as they each used only one AI detection tool for 
distinguishing between AI-generated and human-written 
texts. This led to 16 articles being retained (see Figure 1). 

Table 1: Inclusion/exclusion criteria.

From the 16 retained articles, forward snowballing, and 
backward snowballing – also known as descendent and 
ancestry searches – were conducted to further identify 
suitable and eligible articles (see Chaka, 2022, 2023d; Wohlin 
et al., 2022). Forward snowballing entails searching and 
locating publications that cite the publications established 
during the search process; backward snowballing involves 
searching and locating publications listed in the reference 
lists of publications discovered during initial literature 
searches (see Chaka, 2022; Wohlin et al., 2022). The resultant 
dual snowballing search yielded one more relevant and 
eligible article. Overall, then, the total number of suitable 
and eligible articles for the present study was 17 (see Figure 
1). The reviewing of the 17 articles was done manually.

Quality evaluation, coding, and inter-rater reliability

Evaluating and ensuring methodological quality is essential 
for review studies. This is so even when there is a scarcity of 
review studies in any given area of focus. There are quality 
assessment criteria recommended by scholars such as 
Kitchenham et al. (2009) and Shea et al. (2009). The present 
review study formulated and utilised an aggregated set of 
quality evaluation criteria adapted from A MeaSurement 
Tool to Assess systematic Reviews (AMSTAR) tool (Shea et 
al., 2009; Shea et al., 2017; also see Chaka, 2022; Li et al., 
2022) and from the quality evaluation guidelines designed 
by Kitchenham et al. (2009) and Kitchenham and Brereton 
(2013). Based on these sixteen quality evaluation criteria, a 
checklist form was formulated (see Table 2). However, since 
this is not a systematic literature review, and as there was a 
dearth of peer-reviewed articles published in the focus area 
of this study, as mentioned earlier, the quality evaluation 
criteria used here are customised for this study, even though 
they have some universal applicability for review studies on 
AI detection tools. The application of the quality evaluation 
checklist was not rigid but flexible.

Concerning the reviewed articles, two raters (including the 
author of this article) independently evaluated each article 
using the checklist illustrated in Table 2. A “yes or “no” 
rating was allocated to each of the sixteen criteria for each 
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Table 2: Quality evaluation questions.

article, with a “yes” rating allotted the number 1 (one) and 
a “no” rating assigned the number 0 (zero). The two raters’ 
rating agreement scores were calculated following Cohen’s 
kappa coefficient (κ) (see Cohen, 1960). Rating discrepancies 
between the two raters were resolved by discussing them and 
by reaching a consensus (Landis & Koch, 1977; Pérez et al., 
2020). The inter-rater agreement was calculated using Landis 
and Koch’s (1977) scoring and its related interpretation. The 
inter-rater agreement represents the extent of autonomy 
raters exhibit in scoring items by attempting to reach the 
same conclusion. Using Landis and Koch’s (1977) κ values 
of <0 = poor, 0.00-0.20 = slight, 0.21-0.40 = fair, 0.41-0.60 
= moderate, 0.61-0.80 = substantial, and 0.81-1.00 = almost 
perfect, which are modifications of Cohen’s (1960) original 
labels, the inter-rater agreement between the two raters was 
0.82. As this joint agreement score falls within the 0.81-1.00 
almost-perfect score range, it was deemed acceptable (also 
see Chaka, 2022, 2023d; McHugh, 2012).

Data extraction and analysis

Based on the quality evaluation criteria, the coding 
procedure, and the inter-rater reliability described above, 
datasets were extracted from the peer-reviewed articles 
included in this study. These datasets were in the form of the 
twelve journal characteristics illustrated in Table 3. This table 
also served as an analytic scheme for thematic analysis that 
was conducted on the extracted datasets. Categories and 
themes that responded to the research questions for this 
study were developed from this analysis (see Chaka, 2022, 
2023d).

Table 3: Twelve key journal characteristics investigated in 
each review study.

Findings and discussion

The findings presented in this part of the paper are based 
on the datasets extracted from the 17 selected journal 
articles. They are presented according to the twelve journal 
characteristics and in line with the research questions (RQs) 
mentioned earlier. These findings are integrated with their 
discussion.

Authors, countries of origin, article types, disciplines, 
and purposes

The 17 reviewed articles were produced by authors from 
twelve countries: India, the USA, Germany, Greece, France, 
South Africa, Australia, Hong Kong, Qatar, Croatia, Kuwait, 
and Malaysia. Three articles were written by authors 
from two countries: India and the USA. Two articles were 
produced by authors from France. The remaining articles (n 
= 9) were written by authors from nine different countries 
(see Table 4). At a geolocational vantage point, there is 
an infinitesimal difference between the number of articles 
contributed by countries deemed to represent the Global 
North and those by countries viewed to represent the 
Global North, notwithstanding a fractional edge the former 
block of countries have over the latter block in this review 
study. This geolocational and authorship distribution, which 
is often viewed as a proxy for the geopolitics and economy 
of knowledge production (see Chaka, 2023e; Müller, 2021; 
R’boul, 2022; also see Domínguez et al., 2023), seems not 
to resonate with the views and findings of Chaka (2023e), 
Müller (2021), and R’boul (2022), at least in the context of 
this study. While this does not invalidate or deny the views 
and findings of these scholars’ studies, as their contexts 
and dynamics differ, the current study articulates one of 
the observations that emanates from it. Without denying 
the existence of the geopolitics of knowledge and of the 
geospatial entanglements of knowledge, this observation is 
instructive, though, since the study did not use geopolitics 
and economy of knowledge production nor names of countries 
in its search strings.

Table 4: Article numbers, types, authors, countries, texts 
tested, AI tools used, the best and worst performing AI tools.

The articles reviewed in this study were of different types: 
research papers (n = 11), opinion papers (n = 2), commentary 
(n = 1), report (n = 1), brief communication (n = 1), and 
viewpoint (n =1) (see Table 4). All of these articles were 
published or available online between 10 March 2023 and 
15 November 2023, with three articles published in April 
and October, respectively (see Figure 2). Research articles, or 
original papers, predominated the other article types. This is 
an unexpected but not a surprising development since most 
AI-related scholarly papers, including scholarly papers on AI 
detection tools that can differentiate between AI-generated 
and human-written texts, were an instantaneous response 
to ChatGPT after its viral launch on 30 November 2022. This 
particular development tends to resemble, albeit for different 
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reasons and for dissimilar dynamics, the exponential growth 
in the number of scholarly papers and preprints that were 
published immediately after the outbreak of the COVID-19 
pandemic. During this period, too, many commentaries, 
reports, and viewpoints were instantly published (see Chaka, 
2020).

Figure 2: Number of published articles and years and months 
of publication.

The academic disciplines covered by the 17 reviewed articles 
are many and varied. Medical and biomedical sciences, 
together with hard sciences (e.g., chemistry), dominated, 
followed by English language studies (see Table 5). This 
observation should be seen against the backdrop of the 
disciplines in which ChatGPT and the other generative 
AI models seem to pose the biggest threat in terms of 
academic integrity. For medical and biomedical sciences 
and hard sciences, it is the integrity of scientific writing that 
generative AI models like ChatGPT threaten. Similarly, for 
English language studies, which have academic essay writing 
and composite studies as some of its flagship assessment 
methods, the emergence of generative AI models is not 
a transient fad: it is a big issue that goes to the heart of 
its existence. So, for all of these disciplines, testing or 
evaluating which detection tools can discriminate between 
AI-generated and human-written texts with the highest 
accuracy and the maximum reliability is a matter of life and 
death (see Kenwright, 2024; Uzun, 2023; cf. Lim et al., 2023).

Table 5: Articles, disciplines and purposes. 

Moreover, the 17 articles had their specific purposes. 
While these purposes appear to be many and divergent, 
the convergence point is examining, evaluating, assessing, 
or testing the capabilities, potential, or accuracy and 
shortcomings or limits of AI detection tools in identifying AI-
generated texts or in distinguishing between AI-generated 
and human-written texts in varying degrees (see Table 
5). Two articles’ (Art. 6 and Art. 10) purposes are generic. 
However, the purpose of Art. 6 is to preserve academic 
integrity by utilising AI detection tools in higher education. 
All of these purposes are about the detection of and the 
differentiation between AI-generated and human-written 
content as mediated largely by the AI detection tools utilised 
by the respective articles. Elsewhere, one of the purposes of 
Maddugoda’s (2023) paper, which has some resonance with 
the convergence points of the purposes of the 17 articles, 
was to assess the efficacy of traditional anti-plagiarism 
software tools against some of the current AI detectors in 
identifying AI-generated content.

The AI-generated and human-written texts tested

Twelve of the 17 articles utilised both AI-generated and 
human-written texts, with ChatGPT as a common text 
generator in all of them. Some of them had varying versions 
of ChatGPT-generated texts, such as original, fabricated, 
slightly modified, paraphrased or translated versions. Five 
articles employed only AI-generated texts. Of these, three 
articles employed ChatGPT as their preferred AI text generator 
(see Art. 3, Art. 8, and Art. 15). One article (Art. 9) used both 
ChatGPT-3.5 and ChatGPT-4, while another (Art. 5) utilised 
ChatGPT, YouChat, and Chatsonic. In their paper, Wu et al. 
(2023) provide large language model- (LLM) generated and 
human-written datasets that can be used as test datasets for 
detecting LLM-generated and human-written texts. Among 
these datasets are ChatGPT- or AI-generated datasets that 
can serve as the basis for comparing ChatGPT-generated 
text with human-written text. Likewise, Weber-Wulff et al.’s 
(2023) paper compared AI detection tools that could reliably 
distinguish between ChatGPT-generated texts and human-
written texts. In these two studies, as is the case with the 
current study, ChatGPT-generated text serves as one of the 
pieces of AI-generated text.

Number and names of the AI detection tools used

The number of AI detection tools employed by the 17 
reviewed articles ranged from two to sixteen. Six articles 
(Art. 6, Art. 8, Art. 11, Art. 13, Art. 17, Art. 20) each used 
three AI tools, while three articles utilised two AI detection 
tools and four AI detection tools, respectively. Only two 
articles employed five AI tools. The remaining articles tested 
eight, eleven, and sixteen AI detection tools apiece. In this 
case, articles that employed three AI tools predominated. 
A paper that compared three AI tools is Singh’s (2023), 
whereas Weber-Wulff et al.’s (2023) paper tested fourteen 
AI detectors.
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Best- and worst-performing AI detection tools reported, 
and the detection accuracy rate and the detection 
accuracy reliability reported

Concerning the best-performing AI detection tools, OpenAI 
Text Classifier, Crossplag, Grammarly, Copyleaks, for Art. 1, 
Art. 2, Art. 3, and Art. 5, respectively, had a better detection 
accuracy than their counterparts. The same is the case for 
Originality and Crossplag, Content at Scale and Sapling, 
Copyleaks and Turnitin, and Content at Scale in Art. 14, Art 
15, Art. 16, and Art. 17, correspondingly. With regard to Art. 
6, GPTZero’s detection accuracy was fractionally better than 
that of Copyleaks, while Crossplag had a marginal advantage 
over the other four detection tools in terms of detection 
accuracy in Art. 9. What is noteworthy is that in the case 
where eleven AI detection tools were tested, Originality and 
Crossplag did fairly better than the other nine tools. And, 
where sixteen AI detection tools were evaluated, Copyleaks 
and Turnitin had a higher detection accuracy than the other 
fourteen detectors. At a simple numerical level, Crossplag 
can be regarded as the best-performing AI detection tool 
as it topped or as it was one of the top-performing tools in 
at least three of the 17 reviewed articles (see Art. 2, Art. 9, 
and Art. 14). It is followed by Copyleaks that topped and co-
topped in Art. 5 and Art. 16, respectively.

Concerning the other reviewed articles, the AI detection tools 
they tested either had a low detection accuracy (see Art. 4, 
Art. 5, Art. 7, Art. 8, and Art. 10), or displayed inconsistencies 
in their detection accuracy (see Art. 9, Art. 11, Art. 12, and 
Art. 13). Two AI detection tools that had tended to perform 
badly in the two instances (articles) in which had been used 
are Duplichecker (Art. 3 and Art. 15) and Writer (Art. 5 and 
Art. 9).

However, a word of caution is needed here. Notwithstanding 
the fact that some of the aforesaid AI detection tools 
did better than their counterparts as indicated above, 
they, nevertheless, fared badly in the other instances in 
which they were tested in some of the reviewed articles. 
For instance, the following AI detectors did badly in the 
reviewed articles indicated in parentheses: OpenAI Text 
Classifier (Art. 2, Art. 6 & Art. 7); Crossplag (Art. 12); Content 
at Scale (Art. 13); Sapling (Art. 16); and GPTZero (Art. 14). 
This points to some inconsistencies in these detection tools’ 
accuracy when it comes to differentiating between AI-
generated and human-created texts. Elkhatat et al. (2023) 
highlight this inconsistency bluntly when referring to the 
five AI detection tools they tested (see Art. 9) by opining 
that their performance was not completely reliable. This is 
because the AI detection tools they tested were inconsistent: 
they correctly identified some of the content of control 
responses (human-created texts) as having not been AI-
generated while simultaneously displaying false positives 
and undecided classifications for the other portions of the 
same content. In fact, Wu et al. (2023) contend that none of 
the current state-of-the-art AI detection tools is infallible. In 
particular, the detection efficacy of AI detectors gets reduced 
by adversarial attacks, which are techniques or attempts to 
deliberately modify, fabricate, or manipulate text that goes 
beyond simple prompts (see Sayeed, 2023). For example, AI 
detectors are eluded by tampering with punctuation marks 
(e.g., removing a comma) in a text, and by applying synonym 

substitution, paraphrasing/rewording, and translating a text 
(Wu et al., 2023; also see Krishna et al., 2023). In addition, 
they can be tricked by instances of single spacing (Cai & Cui, 
2023; also see Chaka, 2023c). Moreover, most of the current 
AI detectors do not perform well in multilingual texts due 
to their monolingual AI detection algorithms (see Chaka, 
2023c; Wu et al., 2023).

So, if reliability is construed to refer to any AI detection tool’s 
capability to consistently detect AI-generated text with 
100% precision (with no false positives) and human-written 
text with 100% precision (with no false negatives) across all 
contexts of writing, then, all reviewed AI detectors in this 
study cannot be regarded as reliable as none of them met 
this reliability requirement. Most crucially, because of their 
varying degrees of inconsistency in their detection efficacy 
as pinpointed in the preceding paragraph, all of them were 
highly unreliable. This aspect, again, brings into sharp 
focus Wu et al.’s (2023) view that the currently available 
AI detectors are fallible. This view resonates with Chaka’s 
(2023c) contention that most of the current AI detection 
tools are not yet fully ready to convincingly and accurately 
detect AI-generated content from machine-generated texts 
in different domains. Actually, Sayeed (2023) goes on to 
assert that detecting AI-generated text in a reliable way is 
increasingly becoming mathematically impossible for the 
current AI detection tools. Given the findings of the present 
review study, I am strongly persuaded to concur with this 
contention. While on this issue of AI detection unreliability 
and inaccuracies, it is worth mentioning that OpenAI, the 
company behind ChatGPT-3.5 and GPT-4, is reported to have 
quietly discontinued its own AI detection tool, OpenAI Text 
Classifier, due to its detection unreliability and inaccuracies. 
It is reportedly mulling over bringing a better version of its 
AI detection tool (see Dreibelbis, 2023) back to business.

Main findings and key conclusions

Some of the main findings of the reviewed articles touted 
the opportunities– potential solutions – offered by LLMs like 
ChatGPT, while flagging the challenges or threats posed by 
LLMs, especially in the area of academic and scientific writing. 
The opportunities relate to how such LLMs can benefit non-
native English speakers in enhancing their academic and 
scientific writing (see Art. 2 and Art. 17). However, the catch 
is the plagiarism and the scientific dishonesty that LLMs 
encourage for academic and scientific writing (see Art. 2, 
Art. 13, Art. 15, and Art. 17). This set of main findings reflects 
how LLMs are double-edged or Janus-faced AI tools, at 
least for now. This is not a new observation, though. Well 
before the advent of ChatGTP, a paper by Sumakul et al. 
(2022) explored whether AI was a friend or a foe in English 
in foreign language (EFL) classrooms. After the release of 
ChatGPT, many papers have been published highlighting 
the benefits and challenges of ChatGPT in higher education. 
One such paper is Rasul et al.’s (2023). The other set of main 
findings concerns the inconsistencies of the AI detection 
tools tested in accurately and reliably distinguishing 
between AI-generated and human-written text. More than 
half of the reviewed articles reported on the inconsistencies 
of the AI detection tools they tested in their main findings 
(see Art. 1, Art 3, Art. 4, Art. 5, Art. 9, Art. 10, Art. 11, Art. 13, 
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Art 14, and Art. 17).

The detection inconsistencies of the AI detectors used in the 
reviewed articles have been dealt with and contextualised 
in the preceding section. Suffice it to say that one article 
(Art. 15) had as part of its main findings the fact that 
traditional anti-plagiarism tools (e.g., Turnitin, Grammarly, 
iThenticate) lack the ability to detect AI-generated text due 
to the differences in syntax and structure between machine-
generated and human-written text. Dalalah and Dalalah 
(2023) take this shortcoming a step further by pointing out 
that discriminating between AI-generated text and simply 
copied text is rather difficult as AI detection algorithms 
are merely configured to detect whether a given text is 
machine-generated or not. A rider needs to be added to 
this point. AI detectors can only determine whether a text 
is AI-generated or not: they cannot establish the originality 
of a text even if it is copied. Doing so is the province of 
anti-plagiarism detection tools such as Turnitin, Grammarly, 
and iThenticate. The irony of anti-plagiarism detection 
tools, however, is that they do not necessarily detect 
plagiarism, but, rather, similarity indices. Added to this 
is the finding of Art. 15, which seems to loom large over 
them. Differentiating between and detecting plagiarised 
text and copied text, in addition to differentiating between 
and detecting AI-generated text and human-written text, is 
likely to become an even murkier minefield for AI detection 
tools as Microsoft’s generative AI assistant, Microsoft 365 
Copilot, is ready to be integrated into Microsoft 365 apps 
such as Word, Outlook, Teams, Excel, and PowerPoint. 
A similar generative AI assistant is likely to be integrated 
into the Google suite comprising Gmail, Docs, Slides, and 
Forms by Google (see Finnegan, 2023). While this generative 
AI integration might be beneficial for text predicting and 
for automating writing (e.g., drafting emails and creating 
slideshows), its downside is its potential to make up facts 
(hallucinate) and to spew inaccurate and false information 
(see Finnegan, 2023). All of this, then, adds another layer 
of AI-generated writing that AI detection tools will need to 
contend with in addition to simply differentiating between 
AI-generated and human-written texts.

Pertaining to the key conclusions, one set flagged the fact 
that the detection capability of most AI detection tools is 
largely confined to English (see Art. 4, Art. 5, Art. 9, Art. 12, 
Art. 17). The inability of some of the current AI detectors 
to function in texts written in other languages than English 
(including major European languages) is raised by, among 
others, Chaka (2023c) and Wu et al. (2023). For instance, 
Wu et al. (2023) argue that the main current AI detectors 
are designed to detect pieces of LLM-generated text meant 
for monolingual, and not multilingual, applications (also 
see Wang et al., 2023). Another key conclusion reported in 
this study is the need to use more than one AI detection 
tool, while another key conclusion is that AI detection tools 
need to be complemented by human reviewers. To add to 
these two points, in the unfolding environment of rapidly 
increasing AI text-generation tools and their attendant 
refinement, I think there is a need to employ a set of AI 
detection tools comprising traditional anti-plagiarism 
detection tools and AI detectors, on the one hand, and 
to enlist human reviewers/raters, on the other hand, for 
purposes of distinguishing between AI-generated text and 

human-written text.

Finally, the other key conclusions are about the need for 
more development and refinement of AI content detection 
tools, the necessity to provide digital literacy training for 
teachers/human raters, and the need for journals to review 
their existing evaluation policies and practices in the light 
of AI. All of this calls for doing things differently across all 
domains, especially in academia, in the era of LLMs like 
ChatGPT.

Conclusion

This study set out to review 17 articles published between 
January 2023 and November 2023 that dealt with the 
performance of AI detectors in differentiating between AI-
generated and human-written texts. It was guided by six 
research questions (RQs). Authors from twelve countries 
wrote the reviewed articles. Viewed within its context, the 
geolocational and authorship dispersion of these articles 
tend not to dovetail with the geopolitics and economy of 
knowledge production as advanced by scholars such as 
Chaka (2023e), Müller (2021), and R’boul (2022). While the 
reviewed articles were of diverse types, the predominant 
article types were research papers, a finding that suggests 
that within less than a year after the release of ChatGPT, there 
were already studies conducted on AI detection tools that 
could distinguish between AI-generated and human-written 
texts. Among the academic disciplines explored, medical 
and biomedical sciences, together with hard sciences, 
dominated. They were followed by English language studies.

Even though the purposes of the 17 articles were many and 
varied, they converged in terms of examining, evaluating, 
assessing, or testing the capabilities, potential, or accuracy 
and shortcomings or limits of AI detection tools in identifying 
AI-generated texts or in differentiating between AI-generated 
and human-written texts in different contexts. The types of 
texts evaluated by these articles were AI-generated and 
human-written texts or AI-generated texts. In these two sets 
of texts (the former and latter text sets), ChatGPT (in its two 
versions, GPT-3.5 and GPT-4) was the sole AI text generator 
used or was one of the AI text generators in instances where 
more than one AI text generator had been used. The lowest 
number of AI detection tools was two, whereas the highest 
number of AI detection tools was sixteen. The names of the 
AI detectors used are displayed in Table 4.

In relation to the best-performing AI detection tools, 
Crossplag topped the other AI detectors in the three articles 
(Art. 2, Art. 9, and Art. 14) in which it had been tested. 
Copyleaks did so in two articles (Art. 5 and Art. 16). This 
finding should be seen in its context – the context of the 17 
reviewed articles in this study as different AI detection tools 
tend to be prone to inconsistencies in the different contexts 
in which they are tested. Regarding the worst-performing AI 
detection tools, both Duplichecker and Writer fared badly 
in the articles in which they had been tested. However, the 
same caveat provided for the best-performing AI detectors 
above applies to them as well.
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Lastly, one major aspect flagged by the main findings of the 
17 reviewed articles is the inconsistency of the detection 
efficacy of all the tested AI detectors and all the tested 
anti-plagiarism detection tools. To this end, both sets of AI 
detection tools lacked detection reliability. Owing to this AI 
detection deficiency and the AI detection unreliability, the 
current study recommends employing both contemporary 
AI detectors and traditional anti-plagiarism detection tools, 
together with human reviewers/raters, in the pursuit of 
differentiating between AI-generated and human-written 
texts.
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