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Artificial Intelligence (AI) in academic research. A multi-group analysis of students’ awareness 
and perceptions using gender and programme type
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The era of AI has brought tremendous impact in academic research, and 
this has provided the impetus for students to leverage on novel tools in 
carrying out a lot of quality research works. Previous studies have relied 
so much on AI for instruction, classroom management and assessment 
and utilisation of AI tools for research has scarcely been examined. This 
study covered the gap by examining students’ utilisation of AI tools based 
on their level of awareness and perception and finding out the difference 
based on gender and programme type in such prediction. A total of 5554 
university students were used for the study. Exploratory factor analysis was 
first carried for dimensionality and other validity checks (convergent and 
discriminant) using Average Variance Extracted (AVE) and Fornel-Larcker 
criterion and methods. Population t-tests and multi-group analyses were 
performed using SPSS and Smart PLS 3. The study found that students 
have high level of awareness and positive perception of AI tools in 
research. Similarly, the level of utilisation of AI tools in research is high. 
Male and postgraduate students have a higher level of awareness and 
positive perception of AI tools in research, with female students stronger 
than male students in terms. Perception and awareness directly impacted 
on utilisation but perception mediates positively and significantly in the 
nexus between awareness and utilisation. The study findings provide 
useful insights into using AI tools among university students and also 
identify the rationale to consider variables like gender and programme 
type when developing curriculum that will meet the current technology 
needs in our higher institutions. 
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Introduction 

Technology in research has been a product of recurrent 
invention, but in recent years, AI, which performs 
cognitive tasks that are problem-solving-oriented, has 
been commendable (Bonk & Wiley, 2020). The term AI is 
a conglomeration of different analytical methods classified 
as machine learning, neural networks, and deep learning 
(Alloghani et al., 2020; Popenici & Kerr, 2017; Aggarwal, 
2018). Each of these concepts has a function it plays. 
For example, machine learning is programmed with the 
internal capacity to make decisions through supervised or 
unsupervised learning models.

The benefits of AI in educational circles and research have 
been well documented in previous studies. For example, 
it is stated that AI technology like chatbots is used for 
review of literature (Clark, 2020), intelligent tutoring and 
automated data collection (Heffernan & Heffernan, 2014), 
student collaboration and personalisation of learning 
experiences (Luckin et al., 2016; Chiu et al., 2022; Mertala 
et al., 2022), monitoring progress of a work (Swiecki et 
al., 2019), automated data collection and analysis (Okada 
et al., 2019; Vij et al., 2020; Yuan et al., 2020), profiling 
respondents’ background (Cohen et al., 2017), as well as 
analysis of data using different statistical packages (Owan 
et al., 2023). Other areas are AI tools like ChatGPT that have 
the internal capacity to assist students and researchers, in 
areas which include writing tasks, text generation, language 
translations, and responding to academic queries (Dwivedi 
et al., 2023; Kasneci et al., 2023; Lund et al., 2023). Similarly, 
AI utilisation in academic research is effective in assisting 
students to review literature, overcome barriers in English, 
usually from those of a non-English speaking background, 
summarise papers, identify gaps for reviews, and generate 
drafts of research papers (Rahman et al., 2023; Gao et al., 
2022; Rudolph et al., 2023a).

Until recent, many scholars have agreed that AI tools are 
powerful in improving students writing skills (Zhao, 2022; 
Kurniati & Fithriani, 2022; Wang, 2022) while others have 
noted that even though it is very important in improving 
students’ skills, its side effect is considered very paramount 
(Lund & Wang, 2023; Qadir, 2022; Liu et al., 2022). Given the 
relevance of AI in research, one anticipates that students’ 
utilisation of this technology in their academic research 
activities will be maximised. Similarly, their perception will be 
positive. However, the utilisation of AI is below expectations 
among students, unlike what it is used for in other areas 
like instruction, assessment, and instructional delivery 
(Ismail et al., 2022), and most students’ perceptions are 
negative (Elliott & Soifer, 2022; Hu & Min, 2023; Saura et al., 
2022). The utilisation of AI in research cannot be achieved 
where students, academic staff, and stakeholders in higher 
institutions of learning are not concerned with the creation 
and integration of AI at various levels of instruction (Langran 
et al., 2020; Qin et al., 2020). The utilisation of AI in research 
requires that students acquire the skills and knowledge that 
will make them aware of its diverse applications as well as 
develop a positive perception of the role it plays in research 
(Seufert et al., 2020; Häkkinen et al., 2017).

The research effort remains unclear to this point. The 
researchers are not very exact on the level of utilisation of AI 
in research in Nigeria. This leaves the quality of work done 
in doubt because artificial intelligence has proven to be a 
veritable tool for excellent research outcomes. Admittedly, 
most of the existing studies look at the utilisation of AI 
for instruction in the educational circle and, specifically, 
its impact on international students’ success (Wang et al., 
2023) and the effectiveness of teaching (Almelweth, 2022). 
Other scholars have looked at AI in education and schools 
(Ahmet & Aydemirb, 2020; Chen et al., 2023), predicting the 
impact of AI on performance (Khan et al., 2021), and the 
challenges of AI for teachers (Ismail et al., 2022). However, 
the utilisation of AI among students for academic research 
has not been extensively explored.

Recent studies have tried to bridge the gap. Scholars like 
Adiguzel, Kaya, & Cansu (2023) studied revolutionising 
education with AI: Exploring the transformative potential 
of ChatGPT. The Chubb, Cowling, and Reed (2022) study 
appears to be the most recent and closely related to this 
study. The study focused primarily on the effect of AI on 
research practices and culture, using areas such as thematic 
analysis and deductive analysis to uncover issues affecting 
university staff. Besides, the utilisation of AI in research 
involves the engagement of different AI tools such as 
SciSpace, Schoarlcy, Jenni AI, ChatPDF, Paperpal, Casper, 
Grammarly, QuillBot, Turnitin, Elicit, Lateral, ClioVis, Glasp, 
Audiopen, Search Smart, Consensus, and Mendeley, among 
others (Huang et al., 2023b; Nazaretsky et al., 2022; Adiguzel 
et al., 2023). Thus, students’ use of artificial intelligence 
tools for instruction and assessment is not the same as 
that used for review of literature, summarisation of studies, 
data analysis, plagiarism checks, and report writing. Further 
still, Bingimlas (2009) noted that students’ utilisation is 
basically based on their level of awareness, perception, 
and access to machines that can be useful in their research 
endeavours. Similarly, students’ level of awareness cannot 
be unconnected to the single fact that AI tools were not 
emphasised in African universities as compared to other 
universities in the world. Most of these tools were used in 
most international universities (Mogavi et al., 2023), and the 
paucity of conversation regarding the application of AI is 
germane for a study of this nature (Agyemang et al., 2023). 
Therefore, this study is imperative to guide policymaking in 
Nigeria and other developing nations.

Literature review

Previous studies have been conducted on the utilisation 
of artificial intelligence in higher education (Liang et al., 
2021; Hwang & Tu, 2021). In fact, since the inception of 
ChatGPT in 2004, there has appeared to be a paradigm shift 
in the number of studies in relation to ChatGPT, generative 
AI, and higher education. Studies on AI in relation to 
higher education are many (Limna et al., 2023; Xames & 
Shefa, 2023; Crawford et al., 2023; Ifelebuegu et al., 2023; 
Popenici et al., 2023; Adarkwah et al., 2023). For example, 
the Rasul et al., (2023) study found that AI is beneficial 
to higher education students in that it helps facilitate 
adaptive learning, personalised feedback, assessment, 
support research and data collection and analysis, as well as 
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automated management services. The study also found that 
research in areas of higher education is affected by issues of 
reliability, limitations in skill acquisition, academic integrity, 
and falsification of information. What has not been explored 
extensively is the utilisation of AI tools by university students 
in research. Studies that exist are few. Gasaymeh (2018)’s 
study showed that students own laptops and smartphones, 
which provide easy access to the utilisation of ICT in 
educational activities. The study also found that students’ 
utilisation of ICT is high. However, the use of ICT may not 
necessarily mean AI because there are so many ICT facilities 
that students utilise, which may not be artificial intelligence 
tools.

The awareness of students of AI tools in research has been 
an issue of great concern among scholars since a variety of 
tools are available in research. This is because how students 
perceive and utilise the research tools that AI provides is 
crucial in developing good and quality work that meets 
global standards. Similarly, the awareness of AI tools among 
students is crucial to measuring how well they are prepared 
to utilise emerging technologies that are impactful in society. 
Gradually, students’ perception of AI is changing. In fact, 
most students who were hostile to AI tools have gradually 
understood the importance of AI applications in their 
research studies and expressed optimism about AI assistance 
in various disciplines (Li, 2020; Miranty & Widiati, 2021; 
Fahmi & Cahyono, 2021). Kelly et al. (2023)’s study found that 
awareness differs across subgroups and disciplines. Other 
studies have also shown that students’ level of awareness is 
very high, especially with ICT and manipulation of the social 
media space (Dessy Harisanty et al., 2022; Khanagar et al., 
2021). Yelena et al. (2022)’s study found that students’ level 
of awareness is low. The mixed-methods research demands 
that we provide empirical evidence that will further assist in 
decision-making. It is imperative that a further study that 
will provide more explanation for these lessons be provided, 
especially in Africa, where AI is still not adequately utilised 
among students.

Students’ perceptions of AI tools in research have generated 
diverse opinions, primarily because many students express 
ethical concerns regarding the integration of AI within 
educational settings (Kung et al., 2023). However, research 
indicates a positive reception among students regarding the 
use of AI in research writing. This positive outlook is closely 
linked to their acknowledgment of the user-friendly interface 
of these tools and their capability to furnish additional 
materials that facilitate a deeper understanding of the subject 
matter studied (Arguson, et al., 2023). Other researchers 
have also focused on the awareness of the efficiency of 
AI in educational setups (Liang et al., 2021; Hwang & Tu, 
2021; Ouyang et al., 2022; Chu et al., 2022). These studies 
found that AI has been very applicable in online higher 
education in terms of predictive performance, improvement 
of learning experiences, and automated assessment. Others 
still noted that AI in higher education is basically in areas like 
assistive technology, predictive modelling, content analysis, 
and image analytics (Yang, 2022; Hinojo-Lucena et al., 2019). 
The application of AI in research is minimal, and there is no 
universal agreement among scholars on the nexus between 
awareness and perception of the utilisation of AI tools in 
academic research. Almaraz-López, et al. (2023) studies 

found that students are aware of the impact of AI and are 
willing to utilise it in education. However, the study was silent 
on their perception of AI tools. Syed and Al-Rawi (2023) 
found that 73% of university students have knowledge of AI, 
69.4% thought it was applied only in health care, and 57.3% 
were aware of the impact of AI, but perception of AI was 
found to relate positively with year of study and nationality. 
Moreover, the study aligns with previous studies that 
attempted to show that when students perceive that the 
tools are suitable for their development, it enhances their 
utilisation at any level (Lund et al., 2023). These insights, 
therefore, underscore the connection between awareness, 
perception, and utilisation of AI tools.

However, gender studies have been carried out in different 
studies, especially as it concerns ICT usage and social media 
engagements (Owan et al., 2023). Most of the studies 
found gender to be non-significant in respect of awareness, 
perception and utilisation of technology. Contrary to this, 
there are other studies that do not state that the level of 
awareness of AI among students is significantly different 
between male and female students. Alimi et al.’s (2021) study 
found that the majority of tertiary institution students are 
not aware of the application of AI in learning and research 
and that both male and female students’ levels of awareness 
of the use of AI are not different. Agyemang et al. (2023) 
found that 50 academics confirmed minimal awareness of 
ChatGPT. The findings of the study could be connected to 
the perception many students and staff have concerning 
AI, which has affected their utilisation. Syed and Al-Rawi’s 
(2023) study found that student’s level of awareness of 
AI is high and that they hold a positive perception about 
the concept, benefits, and implementation of AI tools in 
research. However, the negative challenge that some of the 
participants hold is basically a function of the manipulation 
of the tools, which they perceive as relevant but possess 
inadequate skills to operate. 

The increasing utilisation of artificial intelligence has 
escalated the awareness of students, both male and female, 
but male students are often identified as being more aware 
than female students (McGregor et al., 2017; Odigwe & 
Owan, 2020). This concurs with previous studies conducted 
in Africa that posit that male students are more aware than 
female students of their engagements on the internet and 
utilisation of instructional technologies (Owan et al., 2023). 
Another study found that male students do not differ from 
female students in their perception of AI tools in research 
(Syed & Al-Rawi, 2023). In terms of utilisation, there are 
confusing reports of genders that use more ICT than others 
(McGregor et al., 2017). This is because there are some 
studies that tend to establish that in surfing the net, engaging 
in media charts, and being present in the cyberspace, no 
significant difference exists between males and females 
(Mesagan et al., 2022). The perception of students towards 
AI tools may concern data privacy and ethical implications. 
Further studies are necessary to examine these concerns so 
as to help students embrace emerging technologies.

In Nigeria, the study by Alimi et al (2021) revealed that 
students’ level of awareness of AI tools is high. However, 
gender differences do not exist in awareness and utilisation 
of AI tools for learning. It is evident that most studies have 
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been able to establish the different rates of AI tool adoption 
in different academic research. However, there remains 
a need for a deeper analysis of the various factors that 
influence these discrepancies. Understanding why certain 
attributes like gender and programme type are important 
is necessary to tailor efforts and interventions in order to 
bridge the gaps. The use of AI in academic research and 
activities is a novel idea, especially in Africa. Most of the 
students do not have any fundamental knowledge of AI in 
their training as it is not part of the curriculum. In most cases, 
students are exposed to ICT programmes that only cover 
Microsoft Office applications and a little programming. 
Therefore, their knowledge of AI tools and their applicability 
could differ by programme type and discipline (Kasneci 
et al., 2023). There are insufficient studies that examine 
the differential variations between undergraduate and 
postgraduate students in relation to the level of awareness, 
perception, and utilisation of AI tools in research.

Currently, there is a need for an in-depth examination of 
research activities in the era of AI. This is because there are 
so many AI tools that are valuable in research activities. 
Students’ non-use of AI tools in research could have a 
serious effect on the quality of the research outcome. For 
example, most students claim that they have not seen 
adequate literature on a particular area of interest. This could 
probably be due to their perception or limited knowledge of 
the various stools that are applicable to research. The recent 
study that was carried out in Saudi Arabia by Syed and Al-
Rawi (2023) on perception, awareness, and opinion towards 
AI was more descriptive and only attempted to provide 
first-hand information on the characteristics of students 
with respect to how they conceive AI in their studies. These 
studies approach the issues from a bibliometric perspective. 
No study has been done to evaluate the awareness, 
perceptions, and utilisation of AI tools in research using a 
multi-group analysis technique. The rationale is that most 
universities in Africa still utilise traditional methods for 
conducting research. The level of digital materials that are 
necessary and required for full application of AI is not yet 
available, and lecturers too may not be aware of the diverse 
AI tools that can facilitate quality and efficient outcomes.

It is this literature that has provided the basis for formulating 
the hypotheses to unearth the intricate relationship existing 
between variables when certain factors like gender and 
programme type are involved.

The extent of student’s awareness of AI tools in 
academic research is not significantly high.

Students’ perception of AI tools in academic research 
is negative. 
	
There is a low level of student’s utilisation of AI tools 
in academic research. 

Students’ level of awareness does not have a 
significant direct effect on their perception to AI 
tools engagement in academic research.

Students’ level of awareness does not have a 
significant direct effect on the utilisation of  AI tools 

i.

ii.

iii.

iv.

v.

vi.

in academic research.

Students’ perception does not have a significant 
direct effect on the utilisation of  AI tools in academic 
research.

The relationship between awareness and utilisation 
of AI tools in research is not mediated by students’ 
perception of AI tools. 

The direct effect of awareness on perception of AI 
tools in research is not significantly different between 
male and female students. 
	
The direct effect of awareness on utilisation of AI 
tools in research is not significantly different between 
male and female students.  
	
The direct effect of perception on utilisation of AI 
tools in research is not significantly different between 
males and females. 
	
The mediating effect of perception on awareness on 
the utilisation of AI tools in research is not significantly 
different between male and female students.
	
The direct effect of awareness on the perception 
of AI tools in research is not significantly different 
between undergraduate and postgraduate students. 
	
The direct effect of awareness on the utilisation of AI 
tools in research is not significantly different between 
undergraduate and postgraduate students. 

The direct effect of perception on the utilisation 
of AI tools in research is not significantly different 
between undergraduate and postgraduate students. 
	
The mediating effect of perception in linking 
awareness to the utilisation of AI tools in academic 
research is different between undergraduate and 
postgraduate students. 

vii.

viii.

ix.

x.

xi.

xii.

xiii.

xiv.

xv.

Conceptual framework

The conceptual framework presents the interlinkage of the 
variables with each other pictorially. This is presented in 
Figure 1.

Methodology 

The study is based on the positivist theory of research, 
which relies heavily on quantitative approaches. The study 
adopted a cross-sectional survey design. The cross-sectional 
design was applicable in the study since it only attempts to 
uncover associations by gathering data at a point in order to 
provide insight into the nature of the relationships. The study 
focused basically on the association between perception, 
awareness, and willingness for students’ utilisation of 
AI tools for academic research. No attempt was made to 
manipulate the variables since it is a non-experimental study. 
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Figure 1: Conceptual model of the study.

The study participants were made up of final-year students 
in six universities in the study area, as well as master’s and 
doctorate students who are in their second and third years 
of programmes respectively. These sets of students were 
selected because they are involved directly in writing their 
projects, theses, or dissertations. However, the eligibility 
criteria for selection were that the students’ work must 
be quantitatively inclined since most of the tools in AI for 
researchers are both qualitative and quantitative. The study 
involved 5554 students. The demographic attributes of the 
students are that 3021 (54.39%) are male students, while 
2533 (45.61%) are female students. In terms of programme 
type, 3232 (58.18%) are undergraduate students, while 2322 
(41.82%) are postgraduate students. Similarly, 2102 (37.84%) 
are married, 2953 (53.17%) are single, and 499 (8.98%) 
are either divorced or widowed. The descriptive analysis 
also showed that 2611 (48.81%) are below 30 years, 2451 
(44.13%) are between 30 and 50 years, while 492 (8.85%) are 
above 50 years.
 

Instrument and measures 

There are basically five measures in this study. These are 
gender, programme type, awareness, and perception of 
students, as well as the utilisation of AI tools in research. In 
this context, gender is defined as the biological characteristics 
that separate the male from the female. Programme type 
is the programme that the students are enrolled in, either 
as undergraduate students or postgraduate students. 
Awareness in this contest is operationally defined as 
students’ knowledge of the various AI tools that are used 
in research. Perception refers to the feeling or mindset that 
is either negative or positive that students hold about AI 
tools that are available to assist in research work. Utilisation 
of AI tools refers to the actual engagement of the plethora 
of available tools in doing research work by students. The 
instrument was divided into three sections. Section A was 
designed to provide demographic information about the 
respondents, such as gender, age, and programme type. 
Similarly, the section provided the opportunity for students 
to state their intention to participate in the study by ticking 
the check box provided in the section. This is after a cover 
letter was first made stating the objectives of the study, the 
confidentiality involved in the study, the need to provide 
objective responses, and how respondents’ responses will 

be protected from third parties. Options concerning gender, 
which was categorised as male and female, as well as type of 
programme, which was categorised as undergraduate and 
postgraduate, were provided in Section A.

Section B elicited responses on students’ awareness and 
perceptions of the utilisation of AI in research works. This 
section, for clarity, was divided into two parts, such as 
awareness and perception. Awareness was measured with 
7 items, with a sample item as “I am aware that AI tools can 
be used for literature reviews”. Similarly, for perception of AI 
tools in research, 7 items were used for the study, and one 
sample item is “I sometimes feel that using AI for research 
is very unethical”. These responses were to be obtained 
using a four-point Likert-modified option of strongly agree 
to strongly disagree. Section C was to elicit information on 
the utilisation of AI tools for research. This was done by 
listing the various AI tools that are necessary for research, 
and the respondents were to state the extent to which they 
have used the tools in their research work. On a linear scale 
of four-point response, the respondents were to indicate 
whether they had utilised the tool or not. Ten of the tools of 
AI that were featured include SciSpace, Schoarlcy, ChatGPT, 
Paperpal, Grammarly, QuillBot, Turnitin, Elicit, Consensus 
and Mendeley.

Content validity 

The content validity was carried out quantitatively using 
experts in diverse fields. Seven experts were selected from 
educational technology, measurement, and evaluation. 
These experts have high reputations in instrument 
development and analysis and have been in the field for 
the past ten years. Similarly, all those used in this study 
are professors in their respective disciplines. A total of 30 
items were initially developed after an extensive review of 
the literature to identify what could constitute the domains 
of the variables. After initial screening, the initial pool of 
36 items was reduced to 24 items that were considered 
suitable, relevant, and specific for the study. The decisions 
of the experts were based on an acceptable range of item-
content validity indices (I-CVI) of 0.77 to 0.90 (for suitability), 
0.78–0.99 (relevance), and 0.88–0-98 (precision). Items 
whose index was below 0.70 were reviewed for either clarity, 
relevance, precision, or both. This suggestion is in line with 
experts’ opinions (Zamanzadeh et al., 2015). Similarly, for 
scale content validity indices (S-CVI), they ranged from 0.93-
0.96, 0.91-0.94, and 0.90-0.98, respectively, for suitability, 
relevance, and precision. This helped to reduce the number 
of items from 24 to 20 based on the analysis as well as the 
comments by the experts in the comment form provided by 
the researchers to the evaluators.

Preliminary analysis 

The final draft was assembled that will be used for data 
collection. A total of 450 undergraduate and postgraduate 
students were selected for the pilot study. The selection of 
this number was based on the recommendation by various 
scholars that, in a survey, a ratio of 10:1 is enough to have a 
large sample (see Boateng et al., 2018). Thus, of the 24 items 
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for this exercise, 450 are considered adequate by this rule 
of thumb. The instrument was mailed to the respondents, 
and after five months (December 2022 – April 2023), the 
respondents had finished responding as expected, but only 
5420 responses were obtained for the preliminary studies.

Exploratory factor analysis was carried out using the 
data obtained with varimax rotation based on maximum 
likelihood extraction techniques. A total of six factors were 
obtained from the initial analysis. However, some items were 
dysfunctional in that they loaded alone; some loaded in more 
than one factor, while others had factor loadings less than 
0.30. These items were deleted, after which the remaining 15 
items were loaded appropriately based on three factors. The 
three factors obtained, as presented in Table 1, explained a 
cumulative of 67.352% variance squared loadings. Each factor 
contributed to the total variance extracted. The utilisation of 
AI contributed 27.831% of the variance, the second factor 
(awareness of AI tools for research) contributed 22.964%, 
and the third factor (perception of AI tools for research) 
contributed 16.557% to the total variance. The KMO test 
of sampling adequacy yielded a coefficient of 0.794, while 
the Bartlett’s test of sphericity yielded a significant result, 
χ2(105) = 3857.045, p <.001, indicating that the correlation 
matrix was not an identity matrix and that the sample size 
of 420 was adequate or sufficient for the performance of 
factor analysis.

To establish discriminant and convergent validity, the study 
followed the suggestion of the Fornell-Larcker criterion 
(Fornell & Larcker, 1981) that relies mostly on the average 
variance extracted (AVE) and the composite reliability 
measures to determine these qualities. According to the 
scholars, where the AVE for each subscale is greater than 
0.50, such measures are accepted as adequate for convergent 
validity, and where the square root of the AVE is greater than 
the inter-construct correlation coefficient of each of the 
subscales, it is established that discriminant validity exists. 
When these occur, it is always an indication that items could 
separate themselves from unrelated variables (Fresco et al., 
2007; Patterson et al., 2005). The result in Table 1 presents the 
factor loadings of each item, the average variance extracted 
(AVE), composite reliability and discriminant validity of each 
factor. 

Table 1: Exploratory factor analysis and internal structure of 
the scale to show dimensional evidence.

Ethical consideration

The researchers had earlier explained in Section A of the 
questionnaire that participation in the study is voluntary. 
Options were also given for those who were not interested 
to tick appropriately. However, the study is a survey, and 
it does not cause any harm to subjects since none were 
subjected to any conditions. According to the Federal 
Ministry of Health (2007), ethical clearance can be waived. In 
spite of that, the respondents were made to tick the check 
box provided to indicate their willingness to participate 
in the study. In this way, consent was obtained by the 
respondents by writing to the researchers in the column 
provided in the questionnaire. The respondents were told 
that the responses would be used for publication in journal 
articles and that the information provided would be treated 
with a high level of confidentiality, to which no third party 
would have access without their consent. All those who had 
provided consent to this study were the respondents who 
finally responded to the questionnaires.

Procedure for data collection 

The data collection was done by sending a copy of the 
questionnaire electronically to the participants. This 
was done by engaging 40 research assistants who were 
financially motivated to support the team of researchers. 
The number of research assistants were high because of the 
large number of respondents in this study. The researchers 
were aimed at avoiding potential bias in the study. Each of 
the assistants was led by a principal author in this study. 
The researchers visited 6 universities in two geopolitical 
zones (South-South and South-East). The researchers were 
able to gain access to student union government leaders at 
the undergraduate and postgraduate levels. This helped to 
contact class representatives from various departments who 
are at their final year level and are writing research reports. 
These class representatives, based on their agreements, 
were added to the Telegram group created for this data 
collection. They were to share the instrument with their 
various class groups for the students to respond to it. 
They were, however, mandated to avoid sending the links 
to other forums that are not their class to avoid responses 
from those who do not constitute the frame of this study. 
The administration and collation of responses took about 8 
months for the CVS file to be completed. However, a total of 
5420 responses were downloaded, which indicated that this 
was the number that returned and took part in the study.

Results/findings 

Hypothesis One was tested using a population t-test to 
determine the level or extent of students’ awareness of the 
use of AI tools in academic research. The result showed that 
the mean score of students’ awareness of AI tool research 
is (M = 14.04, S.D. = 2.81) at a 95%CI [13.9678, 14.1175], 
t(5419) = 367.823, p<.001. This showed that students’ 
awareness of AI tools in research is significantly high. The 
alternate hypothesis is supported. Male students had a 
higher mean value (M = 14.60, SD = 1.58) of awareness of 
AI tools for research than the mean of female respondents 
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(M = 13.76, SD = 3.21), with a significant mean difference 
of -.840 and a 95%CI of [-.995, -.6880], t (5418) = 25.67, 
p.05. The study found that awareness of AI tools is stronger 
for male respondents than female respondents. Similarly, 
respondents who are postgraduate students have a 
stronger mean value (M = 15.42, SD = 2.87), compared 
to undergraduate students (M = 12.82, SD = 2.09), with a 
significant mean difference of -2.60 and a 95%CI of [-2.74, 
-2.47], t (5418) = -38.400. This showed that awareness of 
the utilisation of AI tools in research is stronger among 
postgraduates than among undergraduate students.

Hypothesis Two: Students perception of the use of AI tools 
in research 

Hypothesis Two was tested using a population t-test to 
determine the extent of students’ perceptions of the use of 
AI tools in academic research. The result showed that the 
mean score of students’ perception of AI tool research is (M 
= 10.221, S.D. = 1.794) at a 95%CI [10.221, 10.317], t(5419) 
= 421.349, p<.001. This showed that students’ perceptions 
of AI tools in research are positive. The alternate hypothesis 
is supported. Male students had a higher mean value (M = 
11.393, SD = 1.227) of perception of AI tools for research 
than the mean of female respondents (M = 9.712, SD = 
1.769), with a significant mean difference of -1.678 and a 
95%CI of [-1.773, -1.590], t(5418) = -36.188, p<.05. The study 
found that male students have a more positive perception 
of AI tools than female students. Similarly, respondents who 
are postgraduate students have a relatively equal mean 
value (M = 10.22, SD = 1.750) compared to undergraduate 
students (M = 10.312, SD = 1.832), with a non-significant 
mean difference of 0.092 and a 95%CI of [-.092, -.188], t 
(5418) = 1.890, p >.001. This showed that the perception 
of AI tools in research is similar among postgraduate and 
undergraduate students and is positive.

Hypothesis Three: Students’ utilisation of AI tools in 
academic research 

Hypothesis Three was tested using a population t-test to 
determine the extent of student’s utilisation of AI tools in 
academic research. The result showed that the mean score 
of the extent of students’ utilisation of AI tools research is 
(M = 20.932, S.D. = 5.67) at a 95%CI [20.797, 21.06], t(5419) 
= 303.776, p<.001. This showed that students’ utilisation 
of AI tools in research is significantly high. The alternate 
hypothesis is supported.

Female students had a higher mean value (M = 21.47, 
SD = 5.45) of utilisation of AI tools for research than the 
mean of male respondents (M = 19.845, SD = 1.769), with 
a significant mean difference of 1.626 and a 95%CI of 
[1.34, 1.91], t(5418) = 11.235, p<.05. The study found that 
female students have higher utilisation of AI tools than 
male students. Similarly, respondents who are postgraduate 
students have a stronger mean value (M = 24.41, SD = 
5.01) compared to undergraduate students (M = 17.82, 
SD = 2.39), with a significant mean difference of -6.59 and 
a 95%CI of [-6.79, -6.39], t (5418) = -62.76, p<.001. This 
showed that the utilisation of AI tools in research is stronger 
among postgraduate students than among undergraduate 
students.

Test of prediction 

The test of prediction was carried out using partial least 
squares (PLS) structural equation modelling to determine 
the contribution of student perception and awareness to 
the utilisation of AI tools in research. Similarly, mediation 
analysis was carried out using students’ perceptions of the 
relationship between awareness and utilisation of AI research 
tools. Figure 2 shows that student awareness and willingness 
which collectively explain 11.7% of the variation in student 
utilisation of AI tools in research R² = 0.117, p<.05. Similarly, 
student awareness accounted for 3.8% of the variance in their 
student utilisation of AI tools in research, R²= 0.038, p<.05. 
The f-square statistic shows that awareness and perception 
have significant effect sizes F² =.122, 95% [.08, .14], p<.001, 
01. and F² =.095[.03,.07].07], p<.001 in predicting student 
utilisation of AI tools in research.  

The result for Hypothesis Four as presented in Table 3 
indicates a significant direct effect of awareness (β =.19, 
95%CI [.13,.23], t = 8.022, p<.05) on perception of AI 
research tools. Therefore, Hypothesis 4 was supported. The 
result for Hypothesis 5 as presented in Table 3 showed a 
significant negative direct effect of awareness (β = −.0167, 
95%CI [−.22, −.06], t = 4.263, p<.05) on the utilisation of AI 
research tools in research. Thus, Hypothesis 5 was rejected 
by evidence. Similarly, on the direct effect of perception 
on the utilisation of AI tools in research (Hypothesis 6), the 
result is presented in Table 3.

Table 2: Population and independent t-test analysis of 
students level of awareness, perception and utilisation of AI 
tools in research by gender and programme types. 

Figure 2: Structural Equation model connecting awareness, 
perception, and utilisation of AI in research. 
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Table 3 below showed that   β=.341, 95%CI [.31,.37], t=21.392 
p<.05). This shows statistical evidence that Hypothesis 6, 
which is on direct effect of perception on utilisation of AI 
tools in research, is rejected. Thus, the alternate hypotheses 
are supported for the three direct effects of awareness on 
perception, awareness on utilisation, and perception of 
utilisation of AI tools in research. The result of Hypothesis 
7, as presented in Table 3, attempted to provide empirical 
evidence of the nexus between awareness and utilisation 
as mediated by perception and showed that (β =.065, 
95%CI [.045,.081], t = 7.227, p<.05), which is an indication 
that perception provides a partial mediation between 
awareness and utilisation of AI tools in research. Thus, the 
null hypothesis is rejected.

Table 3: Direct and indirect effects.

Gender differences in the nexus between the independent 
and dependent variables 

A multi-group analysis was carried out to determine 
the difference among respondents by gender on the 
nexus between awareness and utilisation, perception and 
utilisation, as well as awareness and perception of AI research 
tools among students. The result, as presented in Table 4, for 
Hypothesis 8 revealed that students’ awareness significantly 
predicts their perception of AI tools for research positively 
for both males (β=.54, t=5.105, p<.001) and females (β=.11, 
t=2.78, p<.001), with the effect being stronger on males. The 
permutation test found a significant gender difference (δ = 
-0.441, p<.001) in the prediction of awareness on students’ 
perceptions of AI tools in research. Hypothesis 8, based on 
the result, was rejected. The results in Table 4 for Hypothesis 
9 also showed that students’ awareness significantly predicts 
their utilisation of AI tools in research positively for males 
(β =.11, t = 0.929, p <.05) but negatively for females (β = 
-.20, t = 9.772, p<.001), with the effect being stronger on the 
female students than the male students. The permutation 
test found a significant difference (δ=.108, p<.001) in 
how awareness contributes to students’ utilisation of AI 
tools for research more in females than males. Therefore, 
our hypothesis was rejected. Similarly, the result in Table 
4 for hypothesis 10 showed that perception significantly 
predicted their utilisation positively for both males (β=.30, 
t=2.096, p<.001) and females (β=.31, t=18.409, p<.001), 
with the effect being relatively stronger in females than the 
male students. The permutation test found a non-significant 
difference (δ = −.09, p >.05) in how perception contributes 
to students’ utilisation of AI tools for research between 
males and females. Therefore, our hypothesis was sustained.

Hypothesis 11: Table 4 further shows that perception 
significantly mediated the nexus between students’ 
awareness and utilisation of AI research tools, both positively 
for males (β=.17, t=1.980, p<.001) and females (β=.03, 
t=2.66, p<.001). The mediation effect was stronger for males 
than for female students. The permutation test reveals a 
significant difference (δ = −.187, p<.001) in the mediation 

Table 4: Multi group analysis based on gender.

Figure 3a: Males.                                                                  

Figure 3b: Females.                        

effect of perception for both male and female respondents. 
Therefore, Hypothesis 11 was rejected. The result in Figure 
3 further showed that awareness and perception, when 
combined, explain 12.4% of the variance (R²=.124) in 
male students’ utilisation of AI tools for research, while in 
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females, both variables, when combined, explain 12.5% of 
their utilisation of AI tools in research. Similarly, awareness 
explains 29.9% of the variance in male students’ perceptions 
of AI tools, while for female students, it contributes only 
1.1% of the variance in their perceptions of AI tools. This 
showed that students’ awareness AI tools for research is 
stronger among the male students but lower among the 
female students in their perception of AI tools.

Type of programme in the nexus between the 
independent variables and dependent variables 

The result as presented in Table 5 for Hypothesis 12 
revealed that students’ awareness significantly predicts 
their perception of AI tools for research negatively for 
undergraduates (β=. -0.27, t=2.444, p<.001), but positively 
for postgraduate students (β=.278, t=11.231, p<.001). The 
permutation test found a significant programme difference 
(δ = -.536, p <.001) in the prediction of awareness of 
students’ perceptions of AI tools in research. Hypothesis 
12, based on the result, was accepted. The results in Table 
5 for Hypothesis 13 also showed that students’ awareness 
significantly predicts their utilisation of AI tools in research 
negatively for undergraduates (β = -0.338, t = 17.74, 
p<.001) but positively for postgraduates (β = 0.168, t = 
4.199, p<.001), with the effect being stronger among the 
postgraduate students than the undergraduate students. 
The permutation test found a significant difference (δ = 
-.506, p<.001) in how awareness contributes to students’ 
utilisation of AI tools for research more in postgraduates 
than undergraduate students. Therefore, our alternate 
hypothesis was supported. Similarly, the result in Table 5 for 
Hypothesis 14 showed that perception significantly predicted 
their utilisation positively for both undergraduates (β=0.146, 
t=2.85, p<.001) and postgraduates (β= 0.385, t=16.987, 
p<.001), with the effect being stronger in postgraduates 
than the undergraduates’ students. The permutation test 
found a significant difference (δ = -.239, p<.001) in how 
perception contributes to students’ utilisation of AI tools 
for research between undergraduates and postgraduates. 
Therefore, our hypothesis was supported.

Hypothesis 15: Table 5 further shows that perception 
significantly mediated the nexus between students’ 
awareness and utilisation of AI research tools negatively for 
undergraduates (β= -.04, t=4.067, p<.001) and positively 
for postgraduates (β=.103, t=9.497, p<.001). The mediation 
effect was stronger for postgraduates than for undergraduate 
students. The permutation test reveals a significant 
difference (δ = -.142, p<.001) in the mediation effect of 
perception for both undergraduate and postgraduate 
respondents. Therefore, Hypothesis 15 was rejected. The 
result in Figure 4a further showed that awareness and 
perception, when combined, explain 16.2% of the variance 
(R²=.162) in undergraduate students’ utilisation of AI tools 
for research, while in postgraduate students, both variables, 
when combined, explain 21.2% (R²=.212) in their utilisation 
of AI tools in research. Similarly, awareness explains 7.2% 
(R²=.072) variance among undergraduate students’ 
perceptions of AI tools, while for postgraduate students, 
it contributes only 7.2% (R²=.072) of the variance in their 
perceptions of AI tool research. This showed that students’ 

awareness and perception of the utilisation of AI tools 
for research are stronger among postgraduate students, 
but there is a higher relative equality in the contribution 
of awareness to perception between postgraduate and 
undergraduate students.

Table 5: Multigroup analysis based on type of programme.

Figure 4a: Undergraduates.

Figure 4b: Postgraduates.
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Assessment of outer model 

Figure 2 is the baseline model that provides information 
about the outer loadings of the individual items to the latent 
factors. The items loaded appropriately to the various factors 
except for item UT3 (.578) in utilisation and PER5 (.368) for 
perception, which loaded lower than .70, which according 
to Memon and Rahman (2014) are desirable. However, the 
items were considered desirable since the other assessment 
criteria were well-fitted, as reported in the study (Götz et 
al., 2009). In Figure 3, the outer loading for gender was 
examined, and the results revealed that the loading of 
two items ranged from .408 to .894, while for female 
loading, it ranged from .581 to .919. For undergraduate 
students, item loading ranged from .080 to .960, and for 
postgraduate students, item loading ranged from .314 to 
.907. Importantly, some items loaded poorly into the latent 
construct, such as items PER 1 and PER 2 for undergraduates 
and PER5 for postgraduate students. However, these items 
were not deleted since removing them from the model 
affected the reliability of each subscale. These items for the 
undereducated may not be suitable for students in those 
programmes.

Convergent validity 

Convergent validity was established using the average 
variance extracted (AVE) for the measurement models in 
the study. It has been established that an AVE of 0.50 or 
above is adequate for achieving the convergent validity of a 
measure. The results in Table 6 revealed that all the variables, 
awareness, perception, and utilisation, obtained an AVE 
above .50, which is evidence that an AVE has been achieved. 
Similarly, for each group, gender, and type of programme as 
categorised, convergent validity was also achieved for males, 
females, undergraduates, and postgraduate students, but 
not for perception among undergraduate students.

Similarly, discriminant validity was assessed using the 
Fornell-Larcker criterion. It states that for discriminant 
validity to be achieved, the square root of the AVE for each 
construct must be greater than the coefficient of correlation 
among variables. The result in Table 7 presents empirical 
evidence of the discriminant validity of the constructs.

Table 6: Convergent validity of measures. 

Table 7: Discriminant validity of the measures. 

Reliability 

Two measures were used in determining the reliability of 
the measurement models, which are Cronbach alpha and 
composite reliability coefficient. Table 8 shows that all the 
reliability estimates are greater than .70. Therefore, the 
three subfactors—awareness, perception, and utilisation—
had reliability coefficients across males, females, and 
undergraduate and postgraduate student subgroups.

Table 8: Composite and Cronbach alpha reliability estimates.

Discussion of findings

The result of the study showed that students in tertiary 
institutions are highly aware of AI in research. That is, they 
are aware of AI tools available for research. This level of 
awareness may relate to the rising popularity of AI among 
students in executing educational responsibilities. Studies 
have also shown that students spend a considerable amount 
of time with AI tools, especially ChatGPT, that have become 
very common in thesis writing, among others (Lattie et al., 
2022). The study results also showed that male students 
have a stronger awareness of AI tools compared to female 
students. This aligns with previous studies showing that in 
Africa, the rising use of the internet for various purposes is 
more common among male’ students, probably a result of 
cultural segregation that exists. In Africa, it is common that 
most of the students who are women are always assigned 
home responsibilities, and this may reduce their time to 
have the required awareness of the plethora of tools that 
are useful for research purposes (Odigwe & Owan, 2020; 
McGregor et al., 2017). The findings of the study also showed 
that postgraduate students are more aware of AI tools used 
in research than undergraduate students. This finding is not 
unconnected to the fact that the postgraduate programme 
is research-oriented, and students are often exploring 
different avenues to get literature, knowledge of statistical 
tools, and how to beat plagiarism in their work compilation. 
This is in line with previous findings that have stated that 
postgraduate students are more exposed to ICT usage than 
undergraduate students (Ozimek & Bierhoff, 2016). This 
could also be due to the nature of the course work that 
they do, which to a very great extent, requires diverse tools 
that are optimally useful in their work organisation and the 
accumulation of information that provides explanations for 
areas of difficulty in their research expeditions.

The result of Hypothesis Two revealed that students’ 
perceptions of AI tools in research are positive. The 
alternate hypothesis is supported. That is, irrespective of the 
wide general perception that many people have about AI 
in education, both students have a positive perception of 
AI in research. This is in line with previous studies (Liang 
et al., 2021; Hwang & Tu, 2021) that have evidenced that 
AI is useful in education for the purposes of programmed 
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learning, assessment, data collection, and self-tutoring 
(Ouyang et al., 2022). This relevance of AI in the educational 
circle and the assistance that it may have provided may be 
the reason why they hold a positive perception of tools in 
research. The result further showed that male students have 
a stronger perception of AI tools in research than female 
students. The findings may be due to the fact that, given 
their level of awareness of what AI tools are used for, they 
are more comfortable using AI to perform several tasks in 
research than the traditional sources of knowledge that 
most of the female students consider tedious and boring. 
This study contradicts previous findings that posit that 
female students are more social media-oriented than male 
students (Gil-Clavel & Zagheni, 2019; Oberst et al., 2016). 
The consistency in the dominance of male students in 
terms of awareness and perception of AI calls for further 
research to provide more explanation on the rationale for 
these differences, given that students of both gender need 
these tools equitably for their research engagement. More 
so, the result for the type of programme showed that both 
postgraduate and undergraduate students have a positive 
perception of AI tools in research. Both groups may have 
understood the relevance of these tools in their academic 
and research engagements, and thus, they need to develop 
a positive perception of them to utilise them adequately. 
The result aligns with a few previous studies that showed 
that students’ perceptions of ICT at both the undergraduate 
and postgraduate level are positive, given that it is necessary 
for maximum results in research expeditions (Zhao, 2022; 
Kurniati & Fithriani, 2022).

The result showed that students in Nigerian tertiary 
institutions utilise AI tools for research with very high esteem. 
The extent of these findings could be because of the wide 
applicability of technology in research in universities and the 
educational system. This result is not surprising because it is 
common that in all the iPhones, laptops, and other gadgets 
that are held by students, these apps and tools are installed 
since students are widely tutored by different social media 
spaces, among other platforms. This helps them to utilise the 
various platforms and tools that have become very beneficial 
in editing, paraphrasing, and providing plagiarism checks. 
Similarly, there may be other factors within the environment 
that may instigate students’ high level of utilisation of AI 
tools in research. These include the rising importance of AI 
in instruction and self-directed instruction, among others 
(Almaraz-López et al., 2023).

Similarly, the general rising awareness of students about the 
importance of AI tools in education and the reports about 
their easy accessibility for information found in several 
useful f products may be another reason for students’ high 
utilisation of these tools in research. However, contrary to 
expectations as defined by the cultural roles women play in 
Africa, women have a stronger level of utilisation compared 
to men. This contradicts earlier findings that male students 
are more involved in ICT usage compared to women 
(Christoph et al., 2015; Syed & Al-Rawi, 2023). The findings 
of the study may be connected to the fact that awareness is 
not utilised. One may be aware of AI tools but may lack the 
expertise and skills to utilise the various tools they are aware 
of. This could account for the differences because most of the 
female students in Nigerian universities hold sophisticated 

phones and laptops that most of the male students do not 
have access to. These may have boasted more utilisation of 
the AI tools in research than the male students. The study 
has further implications, and other researchers could also 
carry out similar studies to provide explanations as AI is 
becoming more relevant in the education system and 
academic research. The study results further showed that 
postgraduate students utilise AI tools in research more than 
undergraduate students. This is also not surprising because 
those who are in their master’s and doctorate studies 
are more involved in the search for knowledge, either to 
expand their knowledge base of the variables selected for 
the study or to increase the weight of the evidence from 
previous studies. This keeps them perpetually utilising tools 
associated with AI in their pursuit of research quality. The 
findings are similar to those of previous studies (Utami et 
al., 2023).

The result of this study revealed that students’ awareness 
of AI tools significantly predicts their direct effect on their 
perception of AI tools in research. The outcome of the 
findings could be that the knowledge students have about 
AI determines what they perceive about AI. Most students’ 
knowledge about AI is negative. First, most students have 
been made to believe that AI tool utilisation makes them 
redundant and unable to think for themselves; therefore, 
they become very lackadaisical in their engagement with 
AI tools in research. They perceive the use of AI to be 
negative and thus limit what they should have done with 
such development. Similarly, the direct effect of awareness 
on perception could also be connected to the fact that 
students who may have a low level of awareness may not 
perceive AI tools in a good light. The multi-group analysis 
further showed that male students have stronger awareness 
when compared to female students in their perception of 
AI tools. This is due to the cultural differences that have 
been established concerning male and female roles in Africa 
(Christopher et al., 2015; Syed & Al-Rawi, 2023).

The result of this study revealed that students’ perceptions 
of AI tools significantly predict the direct effect on their 
utilisation of AI. Students who hold a positive view about the 
relevance of AI and its applicability in research will optimally 
utilise it in order to produce quality research work. More 
so, when students’ perception is positive, they believe so 
much in those tools, given that the tools may help them 
access materials, paraphrase their works, and carry out 
editing. However, when students have a negative perception 
of AI tools, they see it from a moral perspective and may 
not use the tools as much. The outcome of the findings 
could be possible in that the perception one holds about an 
object determines the utilisation of such objects. The multi-
group analysis further showed that male students are not 
different from female students in their perception of AI tool 
utilisation. This is due to the cultural differences that have 
been established about male and female roles in Africa. 
(McGregor et al., 2017; Odigwe & Owan, 2020).

The result of this study revealed that students’ awareness 
significantly predicts the direct effect on their utilisation of 
AI tools in research. The rationale for the study could be 
that students cannot use what they don’t have knowledge 
of. The more they are aware of the various AI tools that can 
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help their research work, the more they utilise them for that 
purpose. Secondly, students who, on a daily basis, come into 
contact with tools that aid them in carrying out one research 
work or another are more inclined towards its utilisation. 
This is because they have seen the relevance in the quality 
of work that the tools facilitate them to produce. Therefore, 
they may devote more time to engaging these facilities and 
tools for optimum research outcomes. The nexus between 
awareness and utilisation of AI tools was also found to 
be stronger from the male side than the female side. This 
result is not unconnected to the fact that previous studies 
have already stated that male students are stronger in ICT 
compared to female students (Odigwe & Owan, 2020; Owan 
et al., 2021) in surfing, downloading, and printing materials.
Similarly, with respect to the type of programme differences 
in the relationship between awareness and utilisation, the 
findings further showed that postgraduate students and 
undergraduate students are both aware of the relationship 
that exists in their utilisation of AI tools. This is because of 
the rising level of technology in the educational sector and 
students’ introduction to ICT at both the undergraduate 
and postgraduate levels. This introduction has raised their 
awareness of the use of AI tools for research by both 
students. The findings are also in line with previous studies 
that have stated that students’ discipline and programmes 
are relevant in their utilisation of AI tools based on their 
awareness and perception (Wang, 2022).

The result of hypothesis that focuses on the variance 
explained in both male and female students based on their 
collective contribution of perception and awareness on the 
utilisation could be explained from diverse perspectives. 
First, the total variance was higher in male students than the 
female students. This could be due to the fact that societal 
expectations may influence the way male and female 
students engaged in technology and develop awareness and 
perception of AI tools. This perception may be tied to their 
traditional roles that may help male students be more aware 
of these tools and invariably affecting their perception. 
More so, the educational environment may contribute to 
the different levels of awareness and understanding of the 
use of AI tools. There are some curricula that expose more 
males to AI-related tools than the female students. In this 
sense, the cultural background where female students are 
restricted to certain activities may also play a role in these 
differences in awareness and perception that favours more 
males. This is similar to the outcome of the study that was 
conducted by Owan et al. (2023). 

The result of the nexus between awareness and utilisation of 
AI tools as mediated by perception showed that perception 
has positively but significantly mediated the link between 
awareness and utilisation of AI research tools. This result may 
be because perception is very important, even if the student 
is aware of the relevance of AI in research. Many students 
are often concerned about what the outcome of using AI will 
hold for them and their future. This may also be a result of 
private concerns, as most students are made to believe that 
AI tools can make them redundant and less human if used 
for various purposes. This supports the findings of previous 
studies documenting that AI tools are suited for research 
(Miranty & Widiati, 2021; Fahmi & Cahyono, 2021). Similarly, 
the multi-group analysis further showed that male students, 

who are stronger than female students in their awareness 
of AI tools, are also utilising them for their research. The 
findings are not far from showing that gender attitudes 
towards ICT are different. Most male students, especially 
now that the use of technology is diverse, are engaged 
deeply in it, especially in Africa, for diverse purposes. This 
may be the reason for the differences.

Limitations of the study 

The study has some limitations, especially when the 
interpretation of the results is involved. First, the study was 
carried out only in universities in Nigeria, and this may affect 
the generalisation of the study to other institutions like 
monotechnics, colleges of education, and colleges of health 
technology that were not incorporated into the study. 
Further studies are important for cities and institutions in 
the country. Secondly, the study was purely a survey that 
involved self-reports, which are not without personal biases 
and prejudices in the pattern of responses. Observation 
methods or interview methods could be more accurate. 
Finally, the use of a longitudinal method rather than a 
cross-sectional survey will have been more appropriate to 
comprehend students’ awareness and perception of AI tools 
in research over time. This will help us understand the changes 
that happen in a student’s awareness and perception as they 
progress in their research activities and academic ladder. 
However, this is not to say that the findings of the study are 
useless, as they have helped to provide more insight into 
the level of awareness and perception of Nigerian university 
students regarding the utilisation of AI tools in research. It 
also highlights the differential effects of gender and type of 
programme shaping awareness, perception, and utilisation 
of AI tools. Further studies can be carried out to address 
the challenges identified in this study and to provide more 
explanation for the outcome of the study.

Conclusion

The conclusion drawn from this study is that students in 
Nigeria are highly aware of and have a positive perception 
of AI tools in research. The result also showed that the 
utilisation of AI is high among students. Students’ level of 
awareness has a direct and significant effect on perception 
and utilisation of AI tools, with male students and 
postgraduates having stronger awareness of AI utilisation. 
Furthermore, students’ perceptions of AI have a direct 
effect on their utilisation of AI, with a differentially stronger 
variation for male and postgraduate students than female 
and undereducated students. The findings are germane 
in that they have helped in providing more insight into 
students’ use of AI based on variables like awareness and 
perception of these emerging technologies in research. The 
study contributes to AI promotion in existing literature in 
education. Therefore, the institutional technology base 
should be improved to enable students’ access to free Wi-
Fi so as to utilise AI tools for maximum research outcomes. 
There is a need for massive reorientation and sensitisation 
programmes that will provide students with the opportunity 
to handle media tools as well as learn how to utilise various 
research tools, especially among undergraduate students 
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whose awareness and perception are still very weak. The 
study also contributes to existing studies in that students 
who hold negative perceptions about AI tools will be 
more interested in engaging them through open access to 
internet-based platforms for quality research studies.
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