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Using Generative Artificial Intelligence in learning and teaching: An empirical analysis on 
academic staff’s perspectives
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The use of Generative Artificial Intelligence (GAI) in higher education 
has garnered significant attention from scholars and researchers since 
the release of ChatGPT, one of the prominent GAI tools, in late 2022. 
While academic communities are increasingly recognizing the potential 
of GAI in teaching and learning, concerns persist regarding the impact 
of individual backgrounds and employment statuses on attitudes toward 
GAI, particularly in private higher education. This paper examines the 
perspectives of academic staff across different disciplines and employment 
statuses on their familiarity with and incorporation of GAI technologies 
in teaching. It emphasizes how to integrate GAI technologies effectively 
into teaching while upholding academic integrity and ensuring the 
quality of education. The findings, derived from an online survey and 
descriptive analysis, reveal significant variation in GAI familiarity among 
disciplines, as well as differing approaches to integrating GAI tools 
into teaching practices and formulating policies to maintain academic 
integrity. Notably, full-time staff are generally more familiar with GAI 
than their casual counterparts. While most teaching staff are open to 
students using GAI in their studies, concerns about potential breaches 
of academic integrity, particularly in assessments, remain prominent. 
To address these concerns, we recommend developing a transparent 
academic integrity policy along with clear guidelines for GAI use tailored 
to different disciplines and employment statuses. Such measures would 
foster an innovative and creative learning environment while safeguarding 
the quality of education.
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Introduction 

In today’s society, Generative Artificial Intelligence (GAI) 
has attracted much interest from scholars through its 
significant contributions to educational technologies for 
adaptive learning environments (Minn, 2022; Marrone et.al., 
2022). GAI has been progressing at an accelerated pace 
and generated effective technologies to support education 
such as learning management systems, online discussion 
boards, transcriptions of lectures, online exams, and so on 
in and outside class (Chai et al., 2021; Chaudhry et al., 2023). 
The applicability of GAI technologies in higher education 
was considered positive until November 2022 when a US 
company, OpenAI, released ChatGPT that has caused critical 
concern among academics about the integrity of students 
in their assessments (Sullivan et al., 2023). ChatGPT refers 
to a Generative Pretrained Transformer, a language model 
developed by OpenAI, which was trained on large language 
databases and generates human-like responses, including 
providing real-time communication in response to requests 
of users (Chaudhry et al., 2023; Lund & Wang, 2023; Sullivan 
et al., 2023, Neumann et al., 2023). As a conversational tool, 
AI-based ChatGPT can give users relatively detailed answers 
to the questions asked (Van Dis et al., 2023; Chaudhry et 
al., 2023) that inevitably would hinder learners’ performance 
and their academic skills for their future careers. 

Recent studies showed that after releasing AI-based 
ChatGPT, approximately one-fifth of students utilized AI-
based ChatGPT for their assessment tasks (Cassidy et al., 
2023). As reported by Intelligent (2023), one-third used this 
tool for their academic writing in a survey of one thousand 
university students, albeit 75% of students in this survey 
recognized that using ChatGPT was cheating, but they did so. 
While AI-related tools are assessed as innovative, ChatGPT 
has arisen as a “threat” regarding the academic integrity of 
students in assessments (Sawahel, 2023; Weissman, 2023, 
Sullivan et al., 2023), which might affect learning efficiency, 
given that ChatGPT can be accessed by students worldwide 
regardless of on-campus, online, domestic, or international 
students.

Since 2023, the empirical literature in higher education has 
started focusing on ChatGPT and its effects on learning 
and teaching in higher education through critical review 
content analysis (Lo, 2023; Sullivan et al., 2023; Firat, 2023) 
to emphasize the importance of using ChatGPT in higher 
education processes. In Australia, the Tertiary Education 
Quality and Standards Agency (TEQSA, 2024c) has provided 
guidelines and resources to assist higher education 
providers and teaching staff to meet new challenges and 
benefit from opportunities afforded by advances in GAI. It 
can be observed that while previous studies made attempts 
to examine the perspective of students and teaching staff on 
using ChatGPT via a rapid survey, very little is known about 
whether teaching staff in the private higher education sector 
have perceived advantages and disadvantages of using GAI 
in learning and teaching that they are engaging with and thus 
encouraging private higher education institutions (HEIs) to 
have an appropriate strategy to mitigate the impact of GAI 
on the integrity of learning (TEQSA, 2024b). The potential 
differences in academic perspectives on using AI in learning 
and teaching, based on discipline and employment status, 

have not yet been explored.

This paper aims to address these gaps in the literature on 
GAI in higher education by examining the perspectives of 
academic staff at an Australian private HEI on the use of 
GAI, particularly ChatGPT, in learning and teaching and 
exploring whether GAI impacts the integrity of learning 
and, consequently, the integrity of the higher education 
qualifications it awards. In doing this, a descriptive analysis 
is used to provide overall perspectives of academic staff on 
GAI through an anonymous online survey at an Australian 
private HEI with both casual and permanent staff for three 
disciplines: Accounting (ACC), Business (BUS), and Business 
Information System (BIS). In addition, an inferential analysis is 
employed to examine whether there is a significant difference 
in academic staff’s perspectives by types of disciplines 
and employment statuses. A case study conducted at this 
private HEI is expected to provide insightful information 
for educational managers to design appropriate learning 
and teaching methods for improving learning and learning 
efficiency in the presence of GAI and, thus, upholding the 
education quality of private higher education providers. 

The paper is organized as follows. Section 2 presents the 
development of GAI in higher education with the event of 
ChatGPT and the requirements and guidelines of TEQSA. 
The research design and empirical analysis are illustrated 
in Section 3. This is followed by Section 4 presenting the 
results of the survey. Section 5 discusses the results found 
in the survey with academic perspectives on using GAI 
and academic integrity. Section 6 outlines theoretical and 
practical implications in designing the AI integrity policy and 
integrating AI in the learning and teaching process. Section 
7 ends with conclusions and limitations.

Generative Artificial Intelligence in higher 
education

Generative Artificial Intelligence and the advent of 
ChatGPT

Generative Artificial Intelligence (GAI) is defined as an 
overarching term covering a range of technologies and 
methods, namely machine learning, natural language 
processing, data mining, neural networks or an algorithm 
(Baker & Smith, 2019). The use of GAI in higher education 
is not a new topic. It was first introduced in 1997 by the 
International Artificial Intelligence Education Society. 
However, it has only recently attracted the attention of 
educators, who are now exploring the potential opportunities 
for AI to support learning throughout students’ academic 
journeys (Zawacki-Richter et al., 2019). In education, AI can 
contribute to software applications in learning and teaching 
in terms of three categories: personal tutors, intelligent 
support for collaborative learning and intelligent virtual 
reality (Luckin et al., 2016). Intelligent tutoring system 
(ITS) can run modules with thousands of students albeit 
online collaboration needs to be facilitated and moderated 
(Salmon, 2000). In addition, under intelligent virtual reality 
(IVR), students can engage in and be guided in authentic 
virtual reality and game-based learning environment, and 
with virtual agents acting as facilitators in virtual or remote 
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labs (Perez et al., 2017; Zawacki-Richter et al., 2019).

Previous studies revealed that GAI-based chatbots can 
enhance student interaction, motivation, engagement and 
improve learning process and outcomes (D’Mello et al., 2014, 
Winkler & Söllner, 2018, Deng & Yu, 2023). A recent study of 
Alotaibi et al. (2020) reported that using a chatbot significantly 
enhanced performance of students and their knowledge 
retention in a computer science course. In addition, Song et 
al. (2023) indicated that students perceived a chatbot as a 
useful tool with a positive attitude in the process of learning 
language. Most recently, Ahmad et al. (2024) surveyed 
respondents from 11 Asian and African countries and found 
that those who used AI tools reported significantly greater 
benefits than those who did not. Additionally, it is found 
that individuals with a master’s degree perceived AI tools 
as more threatening than those with a diploma, and female 
participants reported greater AI-related threats than males. 
While snowball and convenience sampling methods were 
used in this paper, which are not randomly selected and may 
not fully represent the population, the authors still provided 
valuable insights into the strengths and threats of AI tools in 
learning and teaching.

While the enormous opportunities for the application of 
AI to support learning and teaching can be observed, the 
advent of ChatGPT, one of GAI-based tools, in its version 
3.0, launched in late 2022 has augmented concern about 
its influence on HEIs, for example, academic integrity in 
learning and teaching while HEIs have no clue on how to 
respond to this new tool (Chaudhry et al., 2023). While the 
use of technology in learning is encouraged, it is essential 
to consider ethics, responsibilities, and caution (Gelman, 
2023). Farooqi et al. (2024) highlighted several key points 
in their systematic review. First, data privacy should be 
a top priority, as AI systems rely on extensive data, which 
raises the risk of breaches and misuse. Second, there must 
be a robust mechanism for data protection and compliance 
with general data protection regulations. Another critical 
concern is algorithmic bias: biased training data can lead 
to discriminatory decisions, exacerbating inequalities in 
education. However, rather than restricting the use of GAI 
tools, HEIs should focus on exploring ways to use them 
safely (García-Peñalvo, 2023). As can be seen, ChatGPT 
has provided an opportunity to reconsider the purpose of 
assessment, assignment development, writing support, and 
reflection in AI utilization in society that can enhance the 
effectiveness of learning and teaching (Strzelecki, 2023, 
Sullivan et al., 2023, Crawford et al., 2023, van Dis et al., 
2023).

While AI-based technologies have generally been seen 
as having a positive impact on teaching and learning, the 
introduction of ChatGPT in late 2022 has raised concerns 
about its potential to significantly affect the academic 
environment (Thorp, 2023). Lack of integrity and less critical 
thinking in problem solving in learning are inevitable when 
students much rely on ChatGPT. In addition, answers of 
ChatGPT are found to have issues in information generation 
and biases in data training and privacy (Baidoo-Anu & 
Owusu Ansah, 2023). In order to limit the adverse effects of 
ChatGPT, academics are required to rethink about innovative 
teaching methods and produce assessments that are not 

easily solved by AI (Firat, 2023).

Academic integrity

Academic integrity is interpreted as a proxy of the students’ 
conduct with respect to plagiarism and cheating (Macfarlane 
et al., 2014). Academic integrity plays an important 
role in higher education aiming at displaying honesty, 
accountability, and credibility of learners. Integrity failures 
can damage the credibility and reputation of HEIs (Altbach, 
2004). To ensure reputation and education quality, HEIs 
presently have their academic integrity policies in place to 
deal with academic misconducts and strengthen academic 
standards. These integrity policies are well communicated 
to students by academics on a regular basis (Chaudhry et 
al., 2023).

In addition, to ensure good academic conduct of learners, 
the role of technology is important to verify the identity and 
authorship, but not being intrusive of privacy by providing 
platforms for secure and efficient evaluation of learners’ 
work (Macfarlane et al., 2014, Amigud et al., 2017). Some 
technologies, such as remote live proctoring, remote web 
processing, browser lockdown, keystroke pattern recognizers, 
and plagiarism detectors, are currently available; however, 
each serves a specific goal. For example, the lockdown 
browser can verify identity, but it cannot confirm authorship 
if cheating is suspected (Chaudhry et al., 2023, Smith et al., 
2021). On the other hand, while online assignments can be 
checked for plagiarism and authorship, they cannot verify 
student identity (Amigud et al., 2017; Chaudhry et al., 2023). 
Although no technological tools currently offer a complete 
solution for academic misconduct, further investigation 
and the experience of instructors are essential when issues 
arise. Nevertheless, these tools have proven effective in 
supporting academic integrity, particularly in detecting 
plagiarism. For instance, tools like Turnitin and Edutie have 
helped educational institutions gather evidence to address 
instances of student misconduct (Denisova-Schmidt, 2016; 
Boehm et al., 2009).

However, with the advent of ChatGPT which allows quick 
essay generation and answers close to human-like writings, 
a critical question arises regarding how academic integrity 
can be ensured in students’ work produced by ChatGPT 
(Ventayen, 2023). In addressing this, in April 2023, Turnitin 
released an AI writing detection integrated into Turnitin 
Feedback Studio available for HEIs to use on their online 
learning platform. This tool provides an overall percentage 
of the text that might have been generated by AI. However, 
students cannot see this score. Together with this, a report 
highlighting sections written by AI is available for instructors 
to view and download. While the AI report may be used, it 
does not mean that a student has committed misconduct. 
This may require the marker’s expertise to evaluate both the 
AI-generated score and the assignment in context (Howie, 
2023). 

Academic perspectives on ChatGPT have not considered 
AI tools as a serious threat in higher education (Firat, 2023, 
Chaudhry et al., 2023). However, while AI tools such as 
ChatGPT can enhance learning, they may produce factual 
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inaccuracies and biases (Sullivan et al., 2023), which could 
impact students who heavily rely on ChatGPT for their studies. 
The literature suggests that with the widespread availability 
of AI today, teaching and assessment practices must be 
adapted by academics. These tools offer an opportunity to 
rethink how written tasks are assigned to foster higher-order 
critical thinking skills (Liu et al., 2023; García-Peñalvo, 2023; 
Rudolph et al., 2023; Hess, 2023). As a result, universities and 
their academic staff can encourage students to use ChatGPT 
and other related tools in an ethical manner that promotes 
the development of critical thinking (García-Peñalvo, 2023).
Since the arrival of ChatGPT version 1.0 onwards, several 
studies have been conducted on such GAI tools; however, 
most recent studies focus on the impacts of the release 
of ChatGPT 3.0. For example, a study by Rudolph et al. 
(2023) explored the fundamental features of ChatGPT and 
its implications for university teaching and learning. On 
the other hand, Tlili et al. (2023) explored social media 
sentiments about ChatGPT in the educational context. The 
authors found that public discourse generally responded 
positively to Generative AI (GAI) tools. In terms of AI tools 
in assessment, Ofem et al. (2024) noted that incorporating 
AI-driven tools into the curriculum allows both teachers 
and students to benefit from timely feedback, automated 
scoring, and efficient assessment planning. The authors 
further highlighted that AI-powered assessment systems 
can analyse vast amounts of data, identify patterns in 
student performance, and offer adaptive feedback tailored 
to individual learning needs.

Research on Generative AI (GAI) has surged since late 2022, 
with 160 papers published across 50 countries (Ismail et al., 
2024). Among them, Australia ranks second with 18 papers, 
following the United States, which has published 28 papers. 
However, to our knowledge, there is limited understanding 
of whether teaching staff are familiar with GAI technologies, 
or if academic perspectives on the impact of ChatGPT in 
learning and teaching differ by discipline (e.g., business, 
accounting, information systems) and employment type 
(e.g., casual, full-time). This gap is particularly evident in 
private higher education in Australia, where AI research 
is still limited. Additionally, there is a lack of insight into 
whether teaching staff are comfortable with students using 
ChatGPT in assessments and the potential risks to academic 
integrity. Addressing these questions is crucial for providing 
educational managers with the information needed to 
design integrity policies that support the effective use of 
GAI in the learning and teaching process. By doing so, this 
research aims to make valuable contribution to the literature 
on AI in higher education, supporting efforts to maintain the 
quality of education in the sector as required by TEQSA.

Tertiary Education Quality and Standard Agency (TEQSA) 
with GAI guidelines

In the presence of GAI, TEQSA Australian Academic Integrity 
Network (AAIN) Generative AI Working Group has provided 
GAI guidelines to students and academics (AAIN, 2023). 
This need has been sourced from recent advances in AI 
technologies with a high demand for public understanding 
of these technologies (Selwyn & Gallo Cordoba, 2022), 
especially in higher education. The guidelines aim at 

assisting education providers to manage better practices, 
ethics and policy in using GAI at their institutions. 

While acknowledging the benefits of AI technologies to 
education such as automatic generation of outlines and 
summaries, support for personalized learning, and writing 
feedback, AAIN (2023) indicated some challenges of AI 
including “(1) the authentication of individual attainment 
for accreditation purposes, (2) potential challenges to 
the principles of academic integrity, (3) the need for 
sustainable and adaptable responses to generative AI in 
learning, teaching and assessment and academic integrity 
policies and procedures, (4) support for staff and students 
in understanding and using the technology” (p. 1). In order 
to address these challenges, AAIN (2023) aimed to provide 
guidelines to support existing and new guidance for students, 
academics, professional staff, university administrators and 
decision-makers.

AAIN (2023) provided nine points for teaching staff . The 
guidelines of the nine points for teaching staff mainly focus 
on the importance of clear instructions and expectation that 
should be provided to students regarding the appropriate 
use of generative AI in assessment tasks and learning 
activities. These instructions and expectations should be 
consistent with institutional guidelines and available on 
teaching platforms for students’ reference. Teaching staff 
also needs to communicate to students any inappropriate 
uses of generative AI that may result in academic misconduct. 
Academics should inform students about the potential 
for detection software (e.g., Turnitin) to detect generative 
AI use and that they are risking academic misconduct if 
using generative AI without appropriate acknowledgement 
by following the referencing guidelines provided by their 
institution. The ethical use of GAI or indicating when not 
permitted should be incorporated in unit outline, course 
learning outcomes, assessment tasks and marking criteria. 
All these should align with institutional policies and any 
accreditation requirements.

In addition, AAIN (2023) provided other guidelines for 
professional staff such as librarians, learning advisors to 
support students to develop academic skills and academic 
integrity, governance officers to update and maintain 
policies and procedures to facilitate the investigation of 
potential academic misconduct. Training should be provided 
to academic integrity officers to maintain current, relevant 
knowledge on changes in policies as well as trends in the 
permitted use of AI tools.

AAIN (2023) also provides guidelines to higher education 
providers in designing policies and procedures on the 
ethical use of GAI across disciplines and changes should 
be communicated to staff and students. These policies and 
procedures should be treated as live documents, reviewed 
and updated regularly according to changes in GAI 
technologies. If GAI applications are required for units and 
courses, they should be made available for students at no 
additional cost to ensure equitable access.

Since the arrival of ChatGPT 3.0, TEQSA has aided higher 
education providers in reflecting the risks of GAI that could 
potentially impose on higher education in terms of teaching 
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and assessment, student privacy, equity considerations 
and academic integrity. The information about AI and the 
reflection of some HEIs are available on the website of 
TEQSA (TEQSA, 2024b). To ensure consistency in the ethical 
use of AI, TEQSA has requested that HEIs submit detailed 
and credible action plans by June 2024. These plans should 
provide assurance that institutions are engaging with GAI 
technologies and have strategies in place to mitigate the 
impact of GAI on the integrity of their higher education 
awards. Given the diversity of providers, student cohorts, 
and courses, it is expected that institutions will adopt 
varied approaches to address the challenges posed by AI 
technologies. This request underscores their responsibility 
under the Threshold Standards, ensuring that potential risks 
to academic activities are being effectively managed and 
mitigated (TEQSA, 2024c, p. 1). While the action plans of 
TEQSA appear to focus on students. the role of academics 
becomes crucial in being familiar with, understanding, and 
integrating GAI technologies into the teaching process to 
enhance students’ learning experiences. However, to our 
knowledge, there is limited research on this aspect, presenting 
an opportunity for us to contribute to the literature on GAI 
applications in the private higher education sector by (1) 
exploring teaching staff’s familiarity with GAI technologies 
across different disciplines and employment statuses and (2) 
examining whether staff are willing to incorporate GAI into 
their teaching and identifies concerns related to academic 
integrity in its use. The goal is to ensure the quality of 
teaching in the private higher education sector.

Research design and methods of analysis

Research design

This paper aims to use a quantitative research design 
to address the proposed research objectives. The study 
employs quantitative methods, including an online survey, 
descriptive analysis, and inferential analysis, to provide 
a comprehensive understanding of how academic staff 
perceive the impact of generative AI (GAI) on learning and 
teaching since the public release of ChatGPT in late 2022. 
The online survey (Burns & Veeck, 2020) was specifically 
designed to investigate academic staff’s perceptions of 
using GAI tools like ChatGPT in teaching and assessments, 
focusing on their potential influence on student learning 
integrity. The survey questions were designed to gather 
comprehensive data on various aspects of GAI integration 
in teaching and learning. Questions covered topics such as 
types of GAI tools used, purposes for which they were used, 
and perceived benefits and drawbacks. The rationale for each 
question was to explore the depth and breadth of utilizing 
GAI technology among academic staff and to understand 
the challenges and concerns related to academic integrity.

The online survey, including 19 closed and open questions, 
was sent out to all academic staff of a private Australian 
HEI. This online survey was launched in November 2023, 
anonymous, confidential and pre-tested. Its ethics approval 
was obtained from the Scholarship of Learning and Teaching 
Committee of this HEI before being sent out to respondents. 
While focusing on academic staff at a single Australian 
private HEI may limit the ability to generalize findings 

to other studies, it allows for a controlled, homogeneous 
environment. This approach ensures a consistent comparison 
of academic perspectives across different disciplines and 
employment statuses regarding the use of GAI technologies 
in teaching and learning within this HEI. A total of 55 
academic staff members were invited to participate in the 
online survey via email. At the close of the survey period, 
17 responses were received, representing 31% of the total 
academic staff. This response rate met the required sample 
size criteria, corresponding to a confidence level of 0.8, a 
margin of error of 0.1, and a population of at least 50 for an 
internal survey (Nulty, 2008; Oribhabor & Anyanwu, 2019). 
Among 17 responses, 41% were casual staff and 59% were 
permanent staff. Regarding disciplines, 18% of responses 
were of ACC; 53% of responses were BUS and 29% of 
responses were BIS. All questions were answered for both 
quantitative and qualitative responses with high reliability. 
To minimize sampling errors and improve the response rate, 
the master list of academic staff was updated, and a friendly 
reminder was sent to follow up with participants invited to 
complete the online survey. Previous studies have shown that 
surveys with smaller sample sizes typically require response 
rates of 20%–25% to yield reliable estimates (Fosnacht et 
al., 2017; Wu et al., 2022). Therefore, the 31% response rate 
achieved in our internal survey is considered acceptable for 
an online survey.

Empirical strategies

In this paper, we used two methods of analysis to address our 
research objectives. First, the descriptive analysis was utilized 
to provide an overall evaluation of academics’ perceptions of 
quantitative questions on using GAI in teaching and learning. 
Descriptive analysis is a method of statistical analysis that 
involves summarizing and interpreting data to identify 
patterns, trends, and key characteristics. This type of analysis 
helps to describe the main features of a dataset without 
making inferences or predictions, offering a straightforward 
understanding of the data’s distribution in the survey (Burns 
& Veeck, 2020, p. 343). We used this method to answer the 
following questions: (1) whether academic staff are familiar 
with using GAI technologies, and what kind of GAI have 
experienced, (2) whether academic staff are comfortable 
with their students using GAI in their courses, and (3) how 
likely they think their students were to violate the policy of 
integrity before or after the release of ChatGPT and other 
GAI technologies. In addition to this, we asked academic 
staff about their employment status (casual or full-time) and 
discipline that they are teaching (e.g. ACC, BUS, BIS). The 
questions were designed using a 5-point Likert scale format 
and analysed as categorical variables for cross-tabulation. 
The Cronbach’s alpha for the Likert scale questions was 0.96, 
indicating a high level of consistency in measuring the same 
underlying concept, which demonstrates strong reliability 
for our study (George & Mallery, 2003). For the open-ended 
questions, responses were summarized and categorized by 
the main themes of analysis.

The inference analysis (e.g. ANOVA, Cross-tabulation) was 
then used to investigate whether there is a significant 
difference in academics’ perceptions classified by types of 
employment (casual or full-time) and disciplines (ACC, BUS, 
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BIS). The inference analysis refers to statistical procedures to 
generalize the results of the sample to the target population 
that it represents (Burns & Veeck, 2020, p. 344). The student’s 
t-test and F-test are used, where appropriate, for hypothesis 
testing with small sample sizes (Levine et al., 2021). These 
analytical methods help explore the relationships between 
different categorical variables, allowing for a deeper 
analysis of the data. This approach simplifies the process 
of identifying trends and opportunities, providing valuable 
insights into the perceptions of academic staff, categorized 
by their employment status and teaching disciplines.

Results of survey

Perspectives of academics on GAI technologies

The arrival of GAI technologies, especially ChatGPT used 
in education have brought teachers to much attention of 
academic integrity (Firat, 2023, Sullivan et al., 2023). The 
familiarity with GAI technologies among academics can 
vary based on their expertise in teaching and research. 
The survey results revealed that 35% of teachers are very 
familiar with GAI technologies, while another 35% are 
moderately familiar. However, 18% of respondents reported 
being slightly familiar, and 12% indicated they were not 
familiar with GAI technologies at all. Additionally, the levels 
of familiarity with GAI were found to differ according to 
employment status. Figure 1 shows that the permanent 
teachers are more familiar with GAI technologies than 
their casual counterparts, 53% versus 35%. The analysis of 
variance (ANOVA) reveals that the difference in the level of 
familiarity with GAI technologies by the employment status, 
permanent versus casual teachers is statistically significant 
at the 5% level (p = 0.0386 < 0.05). The survey reveals that 
the proportion of teachers who are not familiar with GAI at 
all is low at 6% and the same for both casual and permanent 
teaching staff. This has demonstrated concerns of academic 
staff about the development of GAI technologies that might 
affect students’ learning experience. 

Figure 1: The level of familiarity (%) of GAI technologies by 
employment.

The level of familiarity with GAI technologies is then classified 
by disciplines. Table 1 shows that 22% of BUS teaching staff 
are not familiar and 33% of BUS teaching staff are slightly 
familiar with GAI technologies whereas teaching staff in the 

disciplines of BIS and ACC are familiar with GAI technologies. 
More specifically, 60% of BIS teaching staff are very familiar 
with GAI given that their expertise focuses on information 
technology. Although there are differences in the level of 
familiarity with GAI technologies across disciplines, these 
differences are not statistically significant at the 5% level.

Table 1: The level of familiarity of GAI technologies by 
disciplines.

Regarding using ChatGPT, the respondents were asked in 
what ways they used ChatGPT, or other GAI technologies 
giving respondents the possibility to choose multiple 
options that fit their experience. The results from Figure 2 
show that using ChatGPT to conduct a conversation out 
of curiosity, ask general knowledge questions, technical 
questions or research-related activities are key reasons 
chosen by more than 40% of respondents. This is followed by 
29% of respondents using ChatGPT to prepare materials for 
their units. The lowest proportion of 23.5% of respondents 
used ChatGPT for other activities of teaching and learning. 
It can be observed that 29% of academic staff did not use 
ChatGPT for any purposes. The respondents reveal that 
among different types of GAI tools, ChatGPT was chosen as 
the most familiar with 88% of responses. This reflects the 
fact that ChatGPT has influenced academic perspectives 
since its arrival in late 2022.

Figure 2: The ways teaching staff have used ChatGPT and 
other GAI technologies.

Regarding the potential benefits of GAI in higher education, 
71% of respondents shared their views on using GAI in 
an academic environment. The majority of responses 
indicated that the ChatGPT tool can offer advantages to 
both students and academics in learning and teaching. This 
finding is consistent with previous literature (Chaudhry et 
al., 2023; Gilson et al., 2023), which suggests that ChatGPT 
can have a positive impact on teaching and learning when 
used appropriately. Specifically, respondents answered that 
ChatGPT could enhance the learning experience for students 
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in various ways such as 24-hour interactive learning services, 
academic writing, improving understanding of concepts, 
gaining general knowledge, problem-solving support and 
to some extent, inspiring students to think outside the 
box (Crawford et al., 2023). In addition, ChatGPT can also 
provide useful information for academic staff in creating 
assessments, research and general knowledge from other 
disciplines (Baidoo-Anu & Owusu Ansah, 2023). However, 
some concerns have been raised about the negative effects 
of ChatGPT potentially outweighing its positive impact 
on students’ learning experiences (Chaudhry et al., 2023). 
This highlights the need for HEIs, particularly in the private 
higher education sector, to implement appropriate policies 
for the use of GAI.

Integrating AI-ChatGPT into learning and teaching activities
Recent studies revealed that instead of being against using 
ChatGPT, integrating AI in learning and teaching activities by 
using it safely may enhance students’ learning experiences 
(Badam, 2023; Garcia-Peñalvo, 2023). Our survey found 
different perspectives by disciplines on how teaching staff 
feel comfortable with students using ChatGPT in their 
courses. 

Figure 3: Teaching staff feel comfortable with students using 
ChatGPT in their courses.

Figure 3 reveals that 80% of teaching staff in BIS felt 
comfortable if their students used AI in their courses, only 
20% said that they were not comfortable. Due to the nature 
of the BIS discipline, teaching staff find it easier to adapt 
the use of GAI in teaching and learning as technological 
development in the GAI age. In a recent study, Sullivan et 
al. (2023) revealed that although ChatGPT is less effective 
in computer science assignments as these assignments are 
more based on practical and problem solving, students said 
that they were using ChatGPT for both computer science 
and statistics classes.

On the other hand, teaching staff in BUS and ACC provided 
different perspectives. While only one-third of BUS teaching 
staff felt comfortable if students used AI in their study, no 
teaching staff in ACC discipline did. Instead, 67% of ACC staff 
were neutral and could not decide if they felt comfortable 
or not. However, 33% of ACC staff said they were extremely 
uncomfortable whereas 22% of BUS teaching staff said 
so. The prior literature revealed that social sciences and 
arts disciplines were most under threat (Jacobson, 2023) 
and students can now outsource their essay writing to the 

chatbot (Venkataraman, 2023). This reflects the fact that 
teaching staff in BUS and ACC showed their concern about 
using GAI by their students because this could potentially 
cause cheating and inevitably restrict the capacities of 
brainstorming and problem-solving of students.

When asked about suggestions to modify assessments to 
control or stop AI cheating, 71% of respondents in our survey 
provided a variety of suggestions such as using AI detection 
tools, supervised assessments with blocking access to 
ChatGPT, applying Viva oral assessment, and acknowledging 
the use of GAI in assessments with an acceptable level, e.g. 
20%, and considering this as plagiarism. The AI detectors 
such as Turnitin, GPTZero or Copyleaks are unable to detect 
AI-generated text completely. Instead, the AI detector-
generated reports need further testing and validation by 
instructors (Chaudhry et al., 2023; Howie, 2023). Blocking 
access to ChatGPT may be feasible for the online supervised 
exams but not for take-home assignments, thus banning its 
use seems not to be a practical approach (Sullivan et al., 
2023). Redesigning innovative assessment methods where 
academic integrity can be ensured and clear guidelines 
established for staff and students as to how ChatGPT could 
be used in ethically appropriate ways are highly appreciated 
in the GAI age (Chaudhry et al., 2023, Firat, 2023; Sullivan et 
al., 2023).

The survey also reveals that while teaching staff are willing 
to engage in using GAI tools, such as ChatGPT and other GAI 
technologies in learning and teaching activities, there should 
be a threshold of GAI usage to ensure that students produce 
their assessments using their own knowledge, rather than 
much rely on GAI to submit their work (Chaudhry et al., 
2023). The respondents reveal that whilst GAI can be used in 
practical learning of different areas, it appears to contribute 
significantly to the fields of information technology and 
business information systems such as learning coding and 
programming by providing real-time feedback, suggesting 
code improvements, and offering solutions to programming 
challenges (Silva et al., 2024). 

Academic integrity and impact of AI-ChatGPT on 
learning experiences

Academic integrity is still an issue attracting much concern 
from academics since GAI has been released (Sullivan et 
al., 2023, Yusuf et al., 2024). With the ability of producing 
answers free of cost and in a few seconds, GAI becomes 
one of the most attractive tools for students to use in their 
studies, for example, GPT-4 could improve the model’s ability 
to understand the meaning of a text (Okuyama & Suzuki, 
2023). Our survey finds that before the release of ChatGPT 
and other GAI tools, 24% of teaching staff thought that their 
students were extremely likely to violate the integrity policy, 
47% said somewhat likely and 29% of teaching staff had a 
neutral thought. However, after the release of ChatGPT and 
other GAI tools, their thoughts are significantly different. 
Specifically, 82% said that their students would be likely to 
violate the integrity policy by using these GAI technologies. 
Indeed, AI tools are easy to access (Chaudhry et al., 2023) 
whilst their generated contents are hard to assess students’ 
true level of understanding of the material (Cotton et al., 
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2024). 

Having a close look at the opinion of teaching staff on 
violating the integrity policy by disciplines, Figure 4 showed 
that 100% of ACC academics said that their students are 
likely to violate academic integrity. This is followed by 
the BUS discipline with 66%. Although BIS staff are more 
comfortable with their students using GAI technologies than 
the ACC and BUS disciplines, 60% of BIS staff acknowledged 
that their students are likely to violate academic integrity. 
The literature indicates that students could potentially use 
GAI tools such as ChatGPT to cheat on their assignments 
by producing essays that are not their own work (Cotton 
et al., 2024). According to Yusuf et al. (2024, p.14), 46% 
of participants in a survey presented their firm belief that 
“incorporating GenAI tools in academic endeavours, 
whether by students or educators, constitutes outright 
cheating confirmed”. This implies that GAI technologies 
could increase the number of cases violating the integrity 
policy (Sullivan et al., 2023, Venkataraman, 2023).

Figure 4: Teaching staff think their students are to violate the 
integrity policy.

However, on the other hand, our survey also finds that 
76% of teaching staff think that ChatGPT is beneficial for 
students’ personalized learning. This result is in line with 
the previous literature presented by Sullivan et al. (2023), 
Chaudhry et al. (2023), and Firat (2023) in which ChatGPT 
can assist to explain complex concepts in plain language, 
provide suggestions for the structure of an assessment 
task, check grammar and develop a sample quiz for test 
preparation. However, to use GAI effectively, the academic 
integrity policy should be designed appropriately with clear 
guidelines (Cotton et al., 2024) to ensure that students can 
use GAI for their study without negative influence on their 
learning capabilities. 

Discussion

Using GAI technologies is common in today’s higher 
education. However, how to effectively use GAI in learning 
and teaching, such as ChatGPT has attracted much concern 
from academics (Sullivan et al., 2023; Yusuf et al., 2024). Our 
findings through the academic survey reveal a difference in 
academic perspectives by disciplines in terms of familiarity 

with GAI tools, though this difference is not statistically 
significant. By nature, teaching staff in BIS are more familiar 
with GAI technologies than those in BUS and ACC. This 
could be attributed to accessibility by discipline, thus on the 
adoption of using GAI in teaching. This is in line with the 
previous literature showing that differences in familiarity 
with GAI tools, e.g., ChatGPT might be due to heterogeneity 
in accessibility, marketing and flexibility (Yusuf et al., 2024, 
Ipek et al., 2023, Denejkina, 2023).

Our survey reveals that the benefits of using GAI 
technologies have been recognized in terms of personalized 
learning support, learning coding, and offering solutions to 
programming challenges (Rawas, 2023), thus timesaving and 
improving efficiency (Yusuf et al., 2024). This result aligns 
with the findings of Ismail et al. (2024), which showed that 
respondents who used AI tools reported greater benefits 
than those who did not. However, using GAI technologies 
should be controlled by a transparent and effective policy to 
ensure that students reflect their own work in assessments, 
rather than with much reliance  on ChatGPT, they could 
potentially write articles on various topics (Thorp, 2023), but 
have issues of misinformation generation and bias in privacy 
issues (Baidoo-Anu & Owausu, 2023; Yusuf et al., 2024). 

Regarding academic integrity, 82% of respondents in our 
survey believe that students would be likely to violate the 
integrity policy after ChatGPT was released in late 2022. This 
result is in line with concerns of the literature about using 
GAI that could potentially facilitate academic dishonesty, 
namely plagiarism including inaccurate outputs, irrelevant 
contents and biased results (Chan & Hu, 2023, Naik et al., 
2022). Respondents in our survey are not pessimistic about 
using GAI in learning and teaching; however, how to ensure 
that students use GAI effectively for their personalized 
learning without violating academic integrity is still a major 
concern of academic staff as GAI technologies have added 
complexity to long-term academic challenges of plagiarism 
detection and prevention (Ali et al., 2023). Although AI 
writing detection has been added to Turnitin Feedback 
Studio to produce an AI report if students did use AI in their 
assessments, this needs to have the expertise of markers to 
assess the AI score and assignments (Chaudhry et al., 2023, 
Howie, 2023). Previous studies reveal that the regulations 
of GAI in higher education require a subtle approach to 
acknowledge both potential benefits and the imperative to 
uphold academic integrity (Chan, 2023; Yusuf et al., 2024).

According to the Australian Academic Integrity Network 
(AAIN, 2023) under TEQSA, both public and private higher 
education institutions must address the challenges posed 
by GAI technologies in their learning environments. This 
includes developing sustainable and adaptable responses to 
GAI, particularly in relation to integrity policies, procedures, 
and support systems. Institutions should focus on helping 
both teaching staff and students understand and effectively 
use GAI technologies. As individual education providers, 
the private institution as a case study in our study, has 
the responsibility to ensure that these technologies are 
integrated in ways that uphold academic integrity and 
provide clear guidelines for their ethical use in teaching 
and learning. Our results reveal that academic integrity 
policies and procedures for using GAI technologies play 
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an important role in higher education to ensure education 
quality is secured (Sullivan et al., 2023, Yusuf et al., 2024). 
In addition, teaching staff, especially those who are not 
from an information technology background, needs to be 
technically supported for more understanding of using 
GAI in teaching activities and how to instruct students to 
commit to the integrity policy in the learning environment 
(Chaudhry et al., 2023).

Our findings show that full-time staff are more familiar with 
GAI technologies than their casual counterparts at the 5% 
level of significance. This is consistent with the literature 
(e.g., McComb et al., 2021; Leathwood & Read, 2022), which 
suggests that the employment conditions of casual staff 
offer limited opportunities for professional development, 
thus hindering their engagement in academic activities such 
as the knowledge development of GAI. In addition, if their 
teaching has traditionally not used information technology, 
casual staff might not consider announcements on using 
GAI technologies from education providers as compulsory 
tasks to peruse. Education providers should be concerned 
about this to have a more appropriate policy to get all staff 
to engage with and enhance ethical awareness of using GAI 
technologies (Yusuf et al., 2024).

Theoretical and practical implications

The findings of this study contribute to the growing body 
of literature on the impact of GAI on higher education. 
Theoretically, this research highlights the nuanced 
perspectives of academic staff on the integration of GAI 
technologies, particularly in terms of maintaining academic 
integrity. It provides an empirical basis for understanding 
how GAI tools, such as ChatGPT, are perceived across 
different disciplines and employment statuses (Firat, 2023; 
Sullivan et al., 2023; Cotton et al., 2024). Additionally, it adds 
to the discourse on digital ethics and academic integrity 
by examining the potential for GAI to influence student 
behaviour and academic standards (Sullivan et al., 2023; 
Yusuf et al., 2024). The practical implications of this research 
are particularly relevant for educators, policymakers, and 
institutional leaders in higher education. The following 
recommendations are based on the findings of our study:

(a) Development of clear policies and guidelines: 
Educational institutions should develop transparent and 
detailed policies regarding the use of GAI technologies 
in academic work (TEQSA, 2024c, Cotton, 2024). These 
policies should clearly define acceptable and unacceptable 
uses of such tools, ensuring that students understand the 
boundaries and ethical considerations involved.

(b) Training and professional development: Institutions 
should offer training programs for both academic staff and 
students to enhance their understanding and ethical use 
of GAI technologies (TEQSA, 2024a, 2024b). This training 
should include practical sessions on identifying AI-generated 
content and the responsible use of these technologies in 
educational settings.

(c) Assessment design: Educators should consider 
redesigning assessments to minimize the potential for GAI-
related misconduct. This could include the development of 
effective frameworks for incorporating different types of 
assessment such as more oral examinations, project-based 
assessments, and assessments requiring critical thinking 
and personal reflection, which are less likely to be effectively 
completed using GAI tools alone (Grassini, 2023).

(d) Monitoring and support systems: Implement monitoring 
systems to detect the use of GAI in academic submissions, 
such as integrating AI detection tools like Turnitin’s AI writing 
detection feature (Chaudhry et al., 2023). Additionally, 
support systems should be established to assist students in 
understanding how to use GAI technologies ethically and 
responsibly. 

(e) Interdisciplinary collaboration: Encourage collaboration 
between disciplines, especially between technological 
and humanities disciplines, to develop interdisciplinary 
approaches to teaching and learning with GAI (Bahroun 
et al., 2023). This can help in creating balanced and 
comprehensive educational experiences that harness the 
benefits of GAI while mitigating risks.

Conclusions

The use of GAI technologies in teaching and learning has 
become more widespread in higher education. However, 
the potential differences in academic perspectives on GAI 
usage across disciplines and employment statuses within the 
private higher education sector have yet to be explored. This 
paper has filled the gap by examining academic perspectives 
on integrating GAI technologies into teaching and learning, 
as well as concerns about academic integrity across different 
disciplines and employment statuses. It contributes to the 
emerging literature on AI applications in higher education, 
particularly regarding the effectiveness of GAI in teaching 
and the importance of maintaining academic integrity.

Using the survey in a private Australian HEI, our paper 
revealed that the level of familiarity is different among 
academics depending on their disciplines. Academics who 
are teaching information system-related units are more 
familiar with GAI than other academics. In addition, full-
time staff are more familiar with GAI technologies than their 
casual counterparts given the availability of information 
provided to them. Most teaching staff inserted that students 
are likely to violate academic integrity, particularly with the 
ChatGPT application. Because of this, academics are more 
prudent in integrating GAI tools in the process of learning 
and teaching. While teaching staff in BIS are comfortable 
with integrating GAI into learning activities, the survey 
showed that 67% of teaching staff in BUS and ACC said 
that they are neutral. On top of that, academics posit that 
using GAI tools should be limited to a threshold level that 
is  acceptable to maintain the quality of education and 
academic integrity. Accordingly, an integrity policy should 
be transparent to both academics and students regarding 
ethical use, innovative teaching and learning practices, thus 
ensuring equitable access to educational opportunities. 
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Whilst our paper has contributed to the literature of GAI 
application by investigating academic perspectives on 
integrating GAI in learning and teaching and concern 
about academic integrity, it has faced some limitations. 
First, although the survey conducted in a private Australian 
institution aims to ensure a homogenous environment of 
surveyed respondents, the sample size for analysis was 
relatively low, thus it did not reflect all academic perspectives 
in private HEIs in Australia. Second, our survey focused 
on three disciplines—Business, Accounting, and Business 
Information Systems—currently offered at this institution. 
Future studies could expand on this by examining additional 
disciplines, allowing for broader generalization of our 
findings. Finally, education managers should be included 
in a separate survey to gather managerial perspectives on 
designing integrity policies, which are crucial for ensuring 
the quality of education in the private higher education 
sector is effectively maintained.

References

AAIN (TEQSA Australian Academic Integrity Network – AAIN 
- Generative AI Working Group, 2023). Generative artificial 
intelligence guidelines. Australian Academic Integrity 
Network (AAIN) Generative AI Working Group. https://www.
teqsa.gov.au/sites/default/files/2023-04/aain-generative-
ai-guidelines.pdf 

Ahmad, M., Subih, M., Fawaz, M., Alnuqaidan, H., 
Abuejheisheh, A., Naqshbandi, V., & Alhalaiqa, F. (2024). 
Awareness, benefits, threats, attitudes, and satisfaction with 
AI tools among Asian and African higher education staff and 
students. Journal of Applied Learning and Teaching, 7(1), 57-
64. https://doi.org/10.37074/jalt.2024.7.1.10

Ali, D., Fatemi, Y., Boskabadi, E., Nikfar, M., Ugwuoke, 
J., & Ali, H. (2024). ChatGPT in teaching and learning: A 
systematic review. Education Sciences, 14(6), 643. https://doi.
org/10.3390/educsci14060643 

Alotaibi, H., S. Al-Khalifa, H., & AlSaeed, D. (2020). Teaching 
programming to students with vision impairment: Impact 
of tactile teaching strategies on student’s achievements 
and perceptions. Sustainability, 12(13), 5320. https://doi.
org/10.3390/su12135320

Altbach, P. G. (2004). The question of corruption in academe. 
International Higher Education, 34, 8–10. https://doi.
org/10.6017/ihe.2004.34.7399

Amigud, A. M., Arnedo-Moreno, Daradoumis, Daradoumis, 
J., Guerrero-Roldan, T., & Guerrero- Roldan, A. -E. (2017). 
Using learning analytics for preserving academic integrity. 
International Review of Research in Open and Distributed 
Learning, 18(5), 192–210.  https://files.eric.ed.gov/fulltext/
EJ1152043.pdf

Badam, R. (2023, March 4). UAE working on ‘GPT-powered 
AI tutors’ to transform education. The National UAE. https://
www.thenationalnews.com/uae/education/2023/03/04/
uae-working-on-gpt-powered-ai-tutors-to-transform-
education/ 

Bahroun, Z., Anane, C., Ahmed, V., & Zacca, A. (2023). 
Transforming education: A comprehensive review of 
generative artificial intelligence in educational settings 
through bibliometric and content analysis. Sustainability, 
15(17), 12983. https://doi.org/10.3390/su151712983

Baidoo-Anu, D. & Owusu Ansah, L. (2023, January 25). 
Education in the era of generative artificial intelligence 
(AI): Understanding the potential benefits of ChatGPT in 
promoting teaching and learning. http://dx.doi.org/10.2139/
ssrn.4337484

Baker, T., & Smith, L. (2019). Educ-AI-tion rebooted? Exploring 
the future of artificial intelligence in schools and colleges. 
https://media.nesta.org.uk/documents/Future_of_AI_and_
education_v5_WEB.pdf

Boehm, P. J., Justice, M., & Weeks, S. (2009). Promoting 
academic integrity in higher education. The Community 
College Enterprise, 15(1), 45-61. 

Burns, A. C., & Veeck, A. (2020). Marketing research. Pearson, 
Australia.

Cassidy, B., Yap, M. H., Pappachan, J. M., Ahmad, N., Haycocks, 
S., O’Shea, C., ... & Reeves, N. D. (2023). Artificial intelligence 
for automated detection of diabetic foot ulcers: A real-world 
proof-of-concept clinical evaluation. Diabetes Research and 
Clinical Practice, 205, 110951. https://doi.org/10.1016/j.
diabres.2023.110951

Chai, C. S., Lin, P. Y., Jong, M. S. Y., Dai, Y., Chiu, T. K., & Qin, 
J. (2021). Perceptions of and behavioural intentions towards 
learning artificial intelligence in primary school students. 
Educational Technology & Society, 24(3), 89–101. https://
www.jstor.org/stable/27032858

Chan, C. K. Y. (2023). A comprehensive AI policy education 
framework for university teaching and learning. International 
Journal of Educational Technology in Higher Education, 20(1), 
38. https://doi.org/10.1186/s41239-023-00408-3

Chan, C. K. Y., & Hu, W. (2023). Students’ voices on generative 
AI: Perceptions, benefits, and challenges in higher education. 
International Journal of Educational Technology in Higher 
Education, 20(1), 43. https://doi.org/10.1186/s41239-023-
00411-8 

Chaudhry, I. S., Sarwary, S. A. M., El Refae, G. A., & Chabchoub, 
H. (2023). Time to revisit existing student’s performance 
evaluation approach in higher education sector in a new era 
of ChatGPT—a case study. Cogent Education, 10(1), 2210461. 
https://doi.org/10.1080/2331186X.2023.2210461  

Cotton, D. R., Cotton, P. A., & Shipway, J. R. (2024). Chatting 
and cheating: Ensuring academic integrity in the era of 
ChatGPT. Innovations in Education and Teaching International, 
61(2), 228-239. http://dx.doi.org/10.35542/osf.io/mrz8h

Crawford, J., Cowling, M., & Allen, K. A. (2023). Leadership 
is needed for ethical ChatGPT: Character, assessment, 
and learning using artificial intelligence (AI). Journal of 
University Teaching & Learning Practice, 20(3), 02. https://



88Journal of Applied Learning & Teaching Vol.8 No.1 (2025)

doi.org/10.53761/1.20.3.02

Denejkina, A. (2023). Young people’s perception and use of 
Generative AI. YouthInsight. ISBN: 978-0-646-88006-8.

Deng, X., & Yu, Z. (2023). A meta-analysis and systematic 
review of the effect of chatbot technology use in sustainable 
education. Sustainability, 15(4), 2940. https://doi.
org/10.3390/su15042940

Denisova-Schmidt, E. (2016). The slippery business of 
plagiarism. Center for International Higher Education. 
https://www.insidehighered.com/blogs/world-view/
slippery-business- plagiarism     

D’Mello, S., Olney, A., Williams, C., & Hays, P. (2014). 
Gaze tutor: A gaze-reactive intelligent tutoring system. 
International Journal of Human-Computer Studies, 70(5), 
377-398. https://doi.org/10.1016/j.ijhcs.2012.01.004

Farooqi, M. T. K., Amanat, I., & Awan, S. M. (2024). Ethical 
considerations and challenges in the integration of artificial 
intelligence in education: A systematic review. Journal of 
Excellence in Management Sciences, 3(4), 35-50. http://
dx.doi.org/10.69565/jems.v3i4.314

Firat, M. (2023). What ChatGPT means for universities: 
Perceptions of scholars and students. Journal of Applied 
Learning and Teaching, 6(1), 57-63. https://doi.org/10.37074/
jalt.2023.6.1.22

Fosnacht, K., Sarraf, S., Howe, E., & Peck, L. K. (2017). How 
important are high response rates for college surveys? The 
Review of Higher Education, 40(2), 245-265.

García-Peñalvo, F. (2023). La percepción de la Inteligencia 
Artificial en contextos educativos tras el lanzamiento de 
ChatGPT: disrupción o pánico. Education in the Knowledge 
Society (EKS), 24, e31279. https://doi.org/ 10.14201/
eks.31279.

Gelman, S. (2023). DC region schools ban AI tool ChatGPT.  
https://wtop.com/local/2023/01/dc-region-schools-ban-ai-
tool-chatgpt/   

George, D., & Mallery, P. (2003). SPSS for Windows step by 
step: A simple guide and reference. Boston, MA: Allyn & 
Bacon.

Gilson, A., Safranek, C. W., Huang, T., Socrates, V., Chi, L., 
Taylor, R. A., & Chartash, D. (2023). How does ChatGPT 
perform on the United States Medical Licensing Examination 
(USMLE)? The implications of large language models for 
medical education and knowledge assessment. JMIR Medical 
Education, 9(1), e45312. https://doi.org/10.2196/45312

Grassini, S. (2023). Shaping the future of education: Exploring 
the potential and consequences of AI and ChatGPT in 
educational settings. Education Sciences, 13(7), 692. http://
dx.doi.org/10.3390/educsci13070692

Hess, F. (2023, February 8). Will ChatGPT be a blow to learning, 
or a boom? We’ll decide. Forbes. https://www.forbes.com/

sites/frederickhess/2023/02/08/will-chatgpt-be-a-blow-to-
learning-or-a-boon-well-decide/?sh=29824ba66651 

Howie, C. (2023). Turnitin AI writing detection preview. https://
www.adelaide.edu.au/learning/news/list/2023/04/05/
turnitin-ai-writing-detection-preview

Intelligent. (2023, January 23). Nearly 1/3 college students 
have used ChatGPT on written assessments. Intelligent. 
https://www.intelligent.com/nearly-1-in-3-college-
students-have-used-chatgpt-on-written-assignments/ 

Ipek, Z. H., Gozum, A. C., Papadakis, S., & Kallogianakis, 
M. (2023). Educational applications of the ChatGPT 
AI system: A systematic review research. Educational 
Process: International Journal, 12(3), 26–55. http://dx.doi.
org/10.22521/edupij.2023.123.2

Ismail, F., Crawford, J., Tan, S., Rudolph, J., Tan, E., Seah, P., ... 
& Kane, M. (2024). Artificial intelligence in higher education 
database (AIHE V1): Introducing an open-access repository. 
Journal of Applied Learning and Teaching, 7(1), 140-148. 
https://doi.org/10.37074/jalt.2024.7.1.35

Jacobson, S. (2023, January 25). Sheldon Jacobson: Is 
ChatGPT actually exposing problems with college education? 
Chicago Tribune (Online). https://www.chicagotribune.
com/2023/01/25/sheldon-jacobson-is-chatgpt-actually-
exposing-problems-with-college-education/ 

Leathwood, C., & Read, B. (2022). Short-term, short-
changed? A temporal perspective on the implications of 
academic casualisation for teaching in higher education. 
Teaching in Higher Education, 27(6), 756-771. https://doi.org
/10.1080/13562517.2020.1742681

Levine, D. M., Stephan, D., & Szabat, K. (2021). Statistics for 
managers. London, UK: Pearson Education.

Liu, A., Bridgeman, D., & Miller, B. (2023, February 28). 
As uni goes back, here’s how teachers and students can 
use ChatGPT to save time and improve learning. The 
Conversation. https://theconversation.com/as-uni-goes-
back-heres-how-teachers-and-students-can-use-chatgpt-
to-save-time-and-improve-learning-199884 

Lo, C. K. (2023). What is the impact of ChatGPT on education? 
A rapid review of the literature. Education Sciences, 13(4), 
410. https://doi.org/10.3390/educsci13040410

Luckin, R., Holmes, W., Griffiths, M., & Forcier, L. B. (2016). 
Intelligence unleashed - an argument for AI in education. 
http://discovery.ucl.ac.uk/1475756/

Lund, B. D., & Wang, T. (2023). Chatting about ChatGPT: How 
may AI and GPT impact academia and libraries? Library Hi 
Tech News, 40(3), 26-29. https://doi.org/10.1108/LHTN-01-
2023-0009

Macfarlane, B., Zhang, J., & Pun, A. (2014). Academic integrity: 
A review of the literature. Studies in Higher Education, 39(2), 
339–358.   http://dx.doi.org/10.1080/03075079.2012.709495



89Journal of Applied Learning & Teaching Vol.8 No.1 (2025)

Marrone, R., Taddeo, V., & Hill, G. (2022). Creativity and artificial 
intelligence—A student perspective. Journal of Intelligence, 
10(3), 65. https://doi.org/10.3390/jintelligence10030065 

McComb, V., Eather, N., & Imig, S. (2021). Casual academic 
staff experiences in higher education: Insights for 
academic development. International Journal for Academic 
Development, 26(1), 95-105. https://doi.org/10.1080/13601
44X.2020.1827259

Minn, S. (2022). AI-assisted knowledge assessment 
techniques for adaptive learning environments. Computers 
and Education: Artificial Intelligence, 3, 100050. https://doi.
org/10.1016/j.caeai.2022.100050

Naik, N., Hameed, B. Z., Shetty, D. K., Swain, D., Shah, 
M., Paul, R., ... & Somani, B. K. (2022). Legal and ethical 
consideration in artificial intelligence in healthcare: Who 
takes responsibility? Frontiers in Surgery, 9, 862322. https://
doi.org/10.3389/fsurg.2022.862322

Neumann, M., Rauschenberger, M., & Schön, E. M. (2023). 
We need to talk about ChatGPT: The future of AI and higher 
education. https://serwiss.bib.hs-hannover.de/frontdoor/
index/index/docId/2467 

Nulty, D. D. (2008). The adequacy of response rates to 
online and paper surveys: What can be done? Assessment & 
Evaluation in Higher Education, 33(3), 301-314. https://doi.
org/10.1080/02602930701293231

 Ofem, U.J, Asuquo, E.N., Akele, M.N.G., Idung, J.U. Anake, P.M. 
Ajuluchukwu, E.N. …& Echu, A.E. (2024). Curriculum factors 
and sustainable artificial intelligence-driven classroom 
assessment. The mediating role of computer self-efficacy 
and digital literacy. Journal of Applied Learning & Teaching, 
7(2), 205-222. https://doi.org/10.37074/jalt.2024.7.2.10

Okuyama, K., & Suzuki, K. (2023). Correlators of double scaled 
SYK at one-loop. arXiv preprint. arXiv:2303.07552. https://
doi.org/10.48550/arXiv.2303.07552.

Oribhabor, C. B., & Anyanwu, C. A. (2019). Research sampling 
and sample size determination: A practical application. 
Journal of Educational Research (Fudjer), 2(1), 47-57. 

Perez, S., Massey-Allard, J., Butler, D., Ives, J., Bonn, D., 
Yee, N., & Roll, I. (2017).  Identifying productive inquiry in 
virtual labs using sequence mining. In E. André, R. Baker, 
X. Hu, M. M. T. Rodrigo, & B. du Boulay (Eds.), Artificial 
intelligence in education (Vol. 10,331, pp. 287–298). https://
doi.org/10.1007/978-3-319-61425-0_24.

Rawas, S. (2023). ChatGPT: Empowering lifelong learning 
in the digital age of higher education. Education and 
Information Technologies. https://doi.org/10.1007/s10639-
023-12114-8 

Rudolph, J., Tan, S., & Tan, S. (2023). ChatGPT: Bullshit spewer 
or the end of traditional assessments in higher education? 
Journal of Applied Learning and Teaching, 6(1), 1-22. https://
doi.org/10.37074/jalt.2023.6.1.9

Salmon, G. (2000). E-moderating - the key to teaching and 
learning online (1st ed.). London: Routledge.

Sawahel, W. (2023, February 7). Embrace it or reject it? 
Academics disagree about ChatGPT. University World 
News. https://www.universityworldnews.com/post.
php?story=20230207160059558

Selwyn, N., & Gallo Cordoba, B. (2022) Australian public 
understandings of artificial intelligence. AI & Society, 37, 
1645–1662. https://doi.org/10.1007/s00146-021-01268-z

Silva, C. A. G. D., Ramos, F. N., de Moraes, R. V., & Santos, E. 
L. D. (2024). ChatGPT: Challenges and benefits in software 
programming for higher education. Sustainability, 16(3), 
1245. https://doi.org/10.3390/su16031245

Smith, A., Johnson, B., & Davis, C. (2021). The impact of digital 
transformation on managerial roles. Journal of Management 
Innovation, 42, 57-78.

Song, M., Jiang, H., Shi, S., Yao, S., Lu, S., Feng, Y., ... & Jing, L. 
(2023). Is ChatGPT a good key phrase generator? A preliminary 
study. https://doi.org/10.48550/arXiv.2303.13001

Strzelecki, A. (2023). To use or not to use ChatGPT in higher 
education? A study of students’ acceptance and use of 
technology. Interactive Learning Environments, 1-14. https://
doi.org/10.1080/10494820.2023.2209881

Sullivan, M., Kelly, A., & McLaughlan, P. (2023). ChatGPT in 
higher education: Considerations for academic integrity and 
student learning. Journal of Applied Learning & Teaching, 
6(1), 1– 10. ChatGPT in higher education: Considerations for 
academic integrity and student learning

TEQSA. (2024a). Artificial intelligence. https://www.teqsa.
gov.au/guides-resources/higher-education-good-practice-
hub/artificial-intelligence.

TEQSA. (2024b). Artificial intelligence. https://www.teqsa.
gov.au/guides-resources/higher-education-good-practice-
hub/artificial-intelligence 

TEQSA. (2024c). Artificial intelligence request for information. 
https://www.teqsa.gov.au/sites/default/files/2024-03/
request-for-information-artificial-intelligence-key-
considerations.pdf 

Thorp, H. H. (2023). ChatGPT is fun, but not an author. Science, 
379(6630), 313. https://www.science.org/doi/10.1126/
science.adg7879

Tlili, A., Shehata, B., Adarkwah, M. A., Bozkurt, A., Hickey, D. 
T., Huang, R., & Agyemang, B. (2023). What if the devil is my 
guardian angel: ChatGPT as a case study of using chatbots 
in education. Smart Learning Environments, 10(1), 1-24. 
https://doi.org/10.1186/s40561-023-00237-x

van Dis, E. A. M., Bollen, J., Zuidema, W., van Rooij, R., & 
Bockting, C. L. (2023).  ChatGPT: Five priorities for research. 
Nature, 614(7947), 224–226. https://doi.org/10.1038/
d41586-023-00288-7



90Journal of Applied Learning & Teaching Vol.8 No.1 (2025)

Venkataraman, B. (2023, January 30). Are you for real? 
The most urgent question with artificial intelligence as 
a new interlocutor. Boston Globe (Online). https://www.
bostonglobe.com/2023/01/30/opinion/are-you-real-
most-urgent-question-with-artificial-intelligence-new-
interlocutor/ 

Ventayen, R. (2023). OpenAI ChatGPT generated results: 
Similarity index of artificial intelligence-based contents. 
Social Science Research Network Electronic Journal. https://
doi.org/10.2139/ssrn.4332664  

Weissman, J. (2023, February 9). ChatGPT is a plague upon 
education. Inside Higher Ed. https://www.insidehighered.
com/views/2023/02/09/chatgpt-plague-upon-education-
opinion 

Winkler, R., & Söllner, M. (2018). Unleashing the potential 
of chatbots in education: A state-of-the-art analysis. In 
Academy of Management annual meeting (AOM). https://
doi.org/10.5465/AMBPP.2018.15903abstract 

Wu, M. J., Zhao, K., & Fils-Aime, F. (2022). Response rates 
of online surveys in published research: A meta-analysis. 
Computers in Human Behavior Reports, 7, 100206. https://
doi.org/10.1016/j.chbr.2022.100206

Yusuf, A., Pervin, N., & Román-González, M. (2024). Generative 
AI and the future of higher education: A threat to academic 
integrity or reformation? Evidence from multicultural 
perspectives. International Journal of Educational Technology 
in Higher Education, 21(1), 21. https://www.proquest.com/
scholarly-journals/generative-ai-future-higher-education-
threat/docview/2973800413/se-2

Zawacki-Richter, O., Marín, V. I., Bond, M., & Gouverneur, F. 
(2019). Systematic review of research on artificial intelligence 
applications in higher education–where are the educators? 
International Journal of Educational Technology in Higher 
Education, 16(1), 1-27. https://doi.org/10.1186/s41239-019-
0171-0

Copyright: © 2025. Carolyn Tran, Bryn James, Vivian Allen, Rodrigo Oliveira de Castro and Cesar Sanin. This is an open-access article 
distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other 
forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this 
journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not 
comply with these terms.


