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Can ChatGPT and Bard generate aligned assessment items? A reliability analysis against 
human performance
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ChatGPT and Bard are AI chatbots based on Large Language Models 
(LLM) that are slated to promise different applications in diverse areas. 
In education, these AI technologies have been tested for applications 
in assessment and teaching. In assessment, AI has long been used 
in automated essay scoring and automated item generation. One 
psychometric property that these tools must have to assist or replace 
humans in assessment is high reliability in terms of agreement between 
AI scores and human raters. In this paper, the reliability of OpenAI’s 
ChatGPT and Google’s Bard LLMs tools against experienced and trained 
humans in perceiving and rating the complexity of writing prompts is 
measured. Intraclass correlation (ICC) as a performance metric showed 
that the reliability of both ChatGPT and Bard was low against the gold 
standard of human ratings.
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Introduction 

Advances in artificial intelligence (AI) and computing 
hardware (e.g., graphics processing unit (GPU) and high 
performance computing) have brought significant progress 
and power to deep neural network learning and natural 
language processing (NLP) and their applications. In 
particular, generative AI has recently increased the power 
of NLP tools in terms of precision in understanding and 
predictive power. The public release of ChatGPT (based on 
generative pretrained transformer, GPT) by OpenAI and Bard 
(Experiment) by Google took different industry sectors by 
storm, inasmuch as earning the interest of industry leaders 
in integrating these tools in daily operations, such as content 
creation, code generation, mathematical proofs, healthcare 
analytics (Iftikhar, 2023), calculations, and translation. 
ChatGPT uses both supervised and reinforcement learning 
machine learning algorithms. Since the public release of 
ChatGPT, several studies have investigated its use, benefits, 
and harms in different endeavors. For example, Pavlik (2023) 
discusses the benefits and weaknesses of using ChatGPT for 
text generation in media and journalism. Some studies have 
shown that ChatGPT performs so well that it can complete 
some examinations with satisfactory results, such as the bar 
exam (Choi et al., 2023; Katz et al., 2023), the United States 
Medical Licensing Examination (USMLE) (Gilson et al., 2022; 
Kung et al., 2023) and the GRE, though some have shown 
otherwise (Huh, 2023). In a study comparing the quality of 
short essays on physics open-ended questions, Yeadon et 
al. (2023) report that ChatGPT was able to generate first-
grade essays comparable to student essays achieving a very 
similar mean score. As such, further research is needed to 
explore the applications, benefits, and potential detriments 
of advanced AI technologies in different areas, especially in 
education.

AI tools have long been applied in learning analytics and 
educational technologies, dating back to the 1970’s and 
researched ever since in academic and industry forums 
(Rudolph et al., 2023a). In particular, AI tools based on 
NLP have extensively been used in automated essay 
scoring (AES) and automated item generation (AIG) in 
areas such as languages, arts, mathematics, and sciences. 
AES technologies in educational assessment have enabled 
educators and education systems to go beyond discrete-
choice assessment items through faster and reliable scoring 
and reporting methods. In this regard, one can categorize AI 
as an educational technology (Rudolph et al., 2023a; Tate et 
al., 2023) that can be integrated in the learning process as in 
intelligent tutoring systems (ITS). 

One promising area that AI can be of great assistance to 
learning and assessment is automatic item generation for 
summative and particularly formative assessment, especially 
in self-assessment contexts and personalized learning 
through continuous feedback into the learning processes 
(Cope et al., 2021). For instance, language learning 
applications such as Duolingo provide a self-paced and 
personalized language learning path for the users, with 
numerous practice items and quizzes. In addition, with the 
widespread adoption of computer-based testing (CBT) and 
online delivery platforms and the need for the development 
of items at scale, AIG technologies can prove crucial and 

efficient (Gierl et al., 2021). Writing items for practice 
and evaluation by human item writers is costly and time-
consuming. NLP tools integrated into AIG pipelines can 
significantly lower the costs in item generation if they are 
trained to match the performance of human item writers. 
Because item generation and mapping need to be at the 
level of the current ability or performance of the learners, 
NLP tools must be able to recognize the appropriacy of 
item contents in terms of their difficulty and complexity 
in accordance with the ability of the user. For instance, in 
mathematics learning, an NLP-based app must be able to 
generate mathematics practice items at the level of a fifth 
grader given the current performance of the learner or 
the expected learning outcomes. In language education 
applications, an NLP-based item generator must be able to 
produce vocabulary, grammar, reading, and writing items 
that correspond to the language proficiency or the grade 
level of the learner. If the generated items do not match the 
appropriate level of the learner, assessment estimates will 
not be accurate to evaluate the performance of the learner. 
Hence, the current AI tools must be trained to a degree that 
they should match a lower bound of human performance. 

One metric to ensure the utility of AI tools in education and 
assessment is the degree of agreement between the AI tools 
and the human raters on a performance task, such as scoring 
essays or understanding the appropriacy of item complexity 
with a perspective on the current proficiency level of the 
learners. Although numerous studies have been conducted 
to ensure the reliability of AI tools in automated essay 
scoring, few studies have reported on the reliability of AI 
tools for the purpose of generating level-appropriate items. 
Hence, in the present study, I aim to evaluate the reliability 
of AI tools in understanding and rating the difficulty or 
complexity of topics for writing assessment. In particular, I 
am interested in evaluating the reliability of ChatGPT-3.5 and 
Bard (Experiment) in their ability to perceive and measure 
the complexity of writing prompts as an application of AI in 
automated item generation. I choose OpenAI ChatGPT-3.5 
and Google Bard because they are the most well-known LLM-
based generative AI tools and have been embraced positively 
by the general public and scrutinized by researchers. At the 
time of writing, Bard is in the experimental stage and this 
paper uses the free experimental version. In addition, I used 
OpenAI’s ChatGPT-3.5 version for the present study.

Method 

The present study aims to evaluate the reliability of 
ChatGPT-3.5 and Bard with regard to their perception and 
numerical rating of the complexity of writing prompts for 
writing assignments. Adoption of AI tools in automatic 
item generation (AIG) requires a reliability as high as the 
minimum acceptable performance of trained humans in 
order for the results obtained by the AI tools to be reliable 
and scalable. Reliability can be defined as the degree of 
agreement between two or more judges or raters measuring 
the same trait or object. Such agreement can be quantified 
through several statistical and mathematical methods, such 
as Spearman rho correlation, the Cohen’s kappa, Kendall’s 
tau, and the intraclass correlation (ICC). In the present study, 
I use ICC to quantify the degree of agreement among human 
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raters as the benchmark and between the human raters and 
ChatGPT-3.5 and Bard.

Data

The data were collected through an online questionnaire 
in which 20 IELTS Academic Writing Task II prompts were 
randomly selected from the pool of official past examination 
papers published by the Cambridge University Press in 
years 1996 to 2022 (except years 2012 and 2014, where 
the researcher was not able to find published official past 
examinations). For each administration year, two writing 
prompts were randomly selected. The selected prompts 
were placed in an online questionnaire in which the cognitive 
complexity of each prompt would be measured on a 
1-8-point Likert scale by randomly selected human raters. In 
addition to the 20 writing prompts as the main questionnaire 
items, the researcher also included several questions 
about the demographic and professional information and 
background of the human raters. The questionnaire was 
designed and administered online through the Qualtrics 
survey platform. The questionnaire did not include any 
personally identifying items, and all responders consented 
to participate in the study. A rating guideline along sample 
rating was presented to the participants at the beginning 
of the questionnaire. The human raters in this task were 
required to rate the complexity of the writing prompts on 
a scale of 1 to 8 with unit interval, with 1 being the lowest 
possible complexity score and 8 the maximum. Data from 
the responses of participants were collected over several 
days. The questionnaire was not timed.

Human raters 

After arranging the 20 randomly selected writing prompts 
in a questionnaire, participants were sought to rate the 
prompts in the questionnaire through the Qualtrics survey 
platform. Participants in this study were invited through an 
announcement on one professional forum platform (LTEST-L) 
and several teachers and professional group pages on social 
media. Participants in this study included 19 professionals 
with formal education, training, and experience in teaching 
writing to a diverse population of students. The human 
raters in this study had on average about nine years of 
experience teaching English at different proficiency levels. 
In addition, the human raters had an average of 8.5 years 
of experience teaching academic and general writing to 
students. All participants had received formal education 
in the areas of applied linguistics and additionally 84% of 
the participants had received extra training in workshops 
on writing assessment. Participants were educated at 
the undergraduate (26%), master’s (47%), and doctoral 
(21%) levels in applied linguistics. The demographic and 
professional data of the human participants are presented 
in Table 1. 

Machine raters

The focus of the present study was on the rating performance 
of artificial intelligence tools. I selected the ChatGPT-3.5 

Table 1. Demographic and professional information of the 
human raters.

because it is the most referenced AI language model in the 
public domain and technology forums. In addition, I included 
Bard as a competitor. I used ChatGPT-3.5 on March 31, 2023 
and Bard on April 1, 2023 through free personal sign-up. 
Performance of the AI tools refers to their latest development 
on these dates, as these tools are ever-developing and being 
updated with new training data. Therefore, the results of the 
study are to be interpreted based on the current versions of 
these tools at the time of the experiment. ChatGPT-3.5 and 
Bard both received the writing prompts manually and in the 
same order but on two different days (one day apart).

Analysis 

In this experiment, I asked both the human raters and the 
AI raters to rate on a 1-8 scale (1= barely complex and 8 
= highly complex) the complexity of the presented writing 
prompts as a writing homework assignment for students. 
The goal was to compare the performance of ChatGPT-3.5 
and Bard as candidate technologies for item generation in 
writing assessment where prompts are measured for their 
complexity or difficulty to match the ability or grade level 
of the learners. The writing prompts in this experiment 
were randomly selected from IELTS Academic Task II writing 
components (Cambridge University Press). The 20 randomly 
selected prompts were placed on a questionnaire and sent 
via email to human participants to respond on the Qualtrics 
survey platform. At the beginning of the questionnaire, a 
written guideline was introduced to explain the purpose of the 
study and data collection and how to rate a prompt through 
a sample demonstration. In addition, some questions asked 
the human raters to provide demographic information, 
such as experience in assessing writing, education level, and 
native language. The data was collected over several days. 
The same writing prompts were manually presented through 
the dialog box to both ChatGPT-3.5 and Bard in the same 
order and with the same instruction (the instruction read, 
“On a scale of 1-8, how complex is this prompt for a student 
writing assignment homework? The prompt is: [prompt]”). 
Both ChatGPT-3.5 and Bard provided a numerical value and 
explanations justifying their judgement¹.  

1 The text of the prompts used, the numerical values of the complexity 
of the prompts justified by the AI tools, and the detailed justification for 
the complexity value by both ChatGPT-3.5 and Bard (ChatGPT-3.5 did not 
provide an answer to one prompt) are available on request by emailing the 
author. 
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The quality of rating by ChatGPT-3.5 and Bard was compared 
with the averaged ratings of the 19 human raters. The metric 
used was the intraclass correlation (ICC) which measures 
the degree of agreement between two or more judges or 
raters on ordinal measurements of the same objects. ICC is 
one of several measures of association or agreement used 
to quantify the intra-rater and the inter-rater reliability 
between judges when the ratings are on an ordinal scale. 
Four ICC values were computed for four inter-rater reliability 
measures: between human raters themselves, between 
human raters and ChatGPT-3.5, between human raters 
and Bard, and between ChatGPT-3.5 and Bard. The results 
are presented in the following sections. ICC estimates and 
confidence intervals were obtained.  

Results and discussion

The data included 1-8 ratings (1 = barely complex, 8 = 
highly complex) on the complexity of writing prompts as 
homework assignments for students. The ratings by human 
raters were averaged over 19 raters and compared with the 
ratings produced by OpenAI ChatGPT-3.5 and the Bard. 
Table 2 below shows the numerical values and descriptive 
statistics for the complexity ratings of prompts produced by 
the human raters, the OpenAI ChatGPT-3.5, and Bard.

Table 2. Ratings on a 1-8 scale of the complexity of the 
writing prompts performed by human raters, ChatGPT-3.5, 
and Bard in response to, “On a scale of 1-8, how complex 
is this prompt for a student writing assignment homework? 
The prompt is: [prompt].”

The mean rating by the human raters is 4.76 (SD = 0.86) 
while those of ChatGPT-3.5 and Bard are 4.5 (SD = 1.10) and 
7.16 (SD = 0.50). The mean rating by ChatGPT-3.5 seems to 
be similar to the averaged human ratings (and statistically 
similar, as shown by the Mann Whitney U test). However, I 
am more interested in knowing if the AI tools are as reliable 
as their human counterparts. To address this question, I 
calculated the intraclass correlation (ICC) as a measure of 
inter-rater reliability for multiple independent measurements 
on an ordinal scale produced by a random sample of judges. 
I computed two-way random effects intra-class correlation 
for four sets of ratings: between human raters themselves, 
between human raters and ChatGPT-3.5, between human 
raters and Bard, and between ChatGPT-3.5 and Bard. The 
reason I conducted an ICC among the human raters was 

to make sure that our benchmark or gold standard was 
reliable and could serve as a criterion (because I averaged 
the scores produced by human raters). I computed the ICC 
in the R statistical package (R Core Team) using the package 
psych (version 2.3.3). Inter-rater reliability measured by the 
intraclass correlation is formulated differently based on 
the model, type, and definition of the intended inference 
(McGraw & Wong, 1996). Because ICC is essentially based 
on analysis of variance (ANOVA), the output includes model 
statistics, such as the F value and the degrees of freedom for 
the F-distribution. 

The inter-rater reliability for all human raters (the gold 
standard) was computed using two-way random effects 
absolute agreement multiple raters intraclass correlation 
(ICC2 in McGraw and Wong’s (1996) classification and ICC 
(2,k) in Shrout and Fleiss’s (1979) classification). Table 3 
shows the results of the ICC analysis for human raters.

Table 3. Inter-rater reliability between human raters 
measured by intraclass correlation (ICC2K).

As the 95% confidence interval indicates in Table 3 above, the 
inter-rater reliability for human raters is good to excellent 
(Koo & Lee, 2015). Now that I have verified the reliability of 
measures obtained by human raters, I compare the reliability 
of the AI tools with the human raters and between the AI 
tools using the ICC measure.

The inter-rater reliability between (mean) human ratings 
and the OpenAI ChatGPT-3.5 was measured using two-
way random effects absolute agreement single rater 
intraclass correlation (ICC (2,1) in Shrout and Fleiss’s (1979) 
classification). Table 4 shows the results of the ICC analysis 
for ChatGPT-3.5 and human raters’ inter-rater reliability 
measure.

Table 4. Inter-rater reliability between ChatGPT-3.5 and 
human raters measured by intraclass correlation (ICC(2,1)).

As the 95% confidence interval indicates in Table 4 above, 
the inter-rater reliability between OpenAI ChatGPT-3.5 
and human raters is poor to moderate and statistically 
nonsignificant.

Next, I measured the agreement between Bard and human 
raters. The inter-rater reliability between Google Bard and 
human raters was measured using two-way random effects 
absolute agreement single rater intraclass correlation (ICC 
(2,1) in Shrout and Fleiss’s (1979) classification). Table 5 
below shows the results of the ICC analysis between Bard 
and human raters.
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Table 5. Inter-rater reliability between Bard and human raters 
measured by intraclass correlation (ICC(2,1)).

As the 95% confidence interval indicates in Table 5 above, 
the inter-rater reliability between human raters and Bard is 
poor, statistically nonsignificant, and lower in magnitude 
compared with that between ChatGPT-3.5 and human raters.
Finally, I measure the inter-rater reliability between 
ChatGPT-3.5 and Bard using two-way random effects 
absolute agreement single rater intraclass correlation (ICC 
(2,1) in Shrout and Fleiss’s (1979) classification). Table 6 
shows the results of the ICC analysis between ChatGPT-3.5 
and Bard.

Table 6. Inter-rater reliability between ChatGPT-3.5 and Bard 
measured by intraclass correlation (ICC(2,1)).

As the 95% confidence interval indicates in Table 6 above, 
the inter-rater reliability between the OpenAI ChatGPT-3.5 
and Bard is poor and statistically nonsignificant. I have 
summarized the interrater reliability between human raters, 
ChatGPT-3.5, and Bard in a correlation matrix in Table 7 
below.

Table 7: Interrater reliability between human raters, 
ChatGPT-3.5, and Bard in an ICC Matrix.

As the summary ICC matrix shows in Table 7 above, the 
agreement between ChatGPT-3.5 and the human raters in 
rating the perceived complexity of writing prompts is low. 
Similarly, the agreement between Bard and the human raters 
is very low. However, the agreement between ChatGPT-3.5 
and human raters is higher (r = .22) than that between 
Google Bard and human raters (r = .05).

Conclusion

Even in their early stages of development, Large Language 
Models (LLM) have found applications in a wide spectrum 
of industries, such as in content creation, code generation, 
graphics, and education, where humans have traditionally 
managed the operations. However, with current advances 
in computing, larger corpora, and more precise machine 
learning algorithms, LLM tools are closing their gap with the 
human performance. Nevertheless, in some applications, 
such as education and assessment, these AI tools need more 
finetuning and training to perform on par with their human 

counterparts. In the present study, I demonstrated with 
empirical data that ChatGPT-3.5 and Bard failed to achieve 
a performance comparable to human experts in rating the 
complexity of writing prompts. However, the difference in 
performance between the two LLM tools I tested in this 
experiment shows that there is some leeway in improving 
the models to close the gap with human performance. Our 
results in the present paper are in line with the findings by 
Rudolph et al. (2023b) who found that the performance 
of ChatGPT (both the free version and the commercial 
version) was much better than Google Bard (74 and 78 vs. 
51) on an experiment where fifteen questions from different 
fields were asked from both AI tools, placing ChatGPT as a 
C-student and Bard as an F-student. 

Natural language processing (NLP) has long been researched 
in the computer science field and has produced promising 
applications such as machine translation and expert 
systems which have tremendously helped task automation 
traditionally performed by humans. One aspect of language 
that most machine learning algorithms find challenging is the 
semantic and pragmatic aspects of language. Such aspects 
are still outperformed by human experts, as seen in machine 
translation, automated essay scoring, and automated item 
generation. The present study also supports this hypothesis 
that machines still are behind in performance compared 
to the human workforce in certain areas where tasks are 
more human-specific, such as translation and language 
comprehension due to semantic and pragmatic nuances. 
Therefore, at this stage of their development, tools such 
as ChatGPT-3.5 and Google Bard can only be trusted with 
some human supervision.
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